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ABSTRACT

In light of recent concerns about reproducibility and replicability, the ASA issued a Statement on
Statistical Significance and p-values aimed at those who are not primarily statisticians. While the ASA State-
ment notes that statistical significance and p-values are “commonly misused and misinterpreted,” it does
not discuss and document broader implications of these errors for the interpretation of evidence. In this
article, we review research on how applied researchers who are not primarily statisticians misuse and misin-
terpret p-values in practice and how this can lead to errors in the interpretation of evidence. We also present
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new data showing, perhaps surprisingly, that researchers who are primarily statisticians are also prone to science
misuse and misinterpret p-values thus resulting in similar errors. In particular, we show that statisticians

tend to interpret evidence dichotomously based on whether or not a p-value crosses the conventional 0.05

threshold for statistical significance. We discuss implications and offer recommendations.

1. Introduction

In light of a number of recent high-profile academic and popu-
lar press articles critical of the use of the null hypothesis signif-
icance testing (NHST) paradigm in applied research as well as
concerns about reproducibility and replicability more broadly,
the Board of Directors of the American Statistical Association
(ASA) issued a Statement on Statistical Significance and p-values
(Wasserstein and Lazar 2016). The ASA Statement, aimed at
“researchers, practitioners, and science writers who are not pri-
marily statisticians,” consists of six principles:

P1. p-values can indicate how incompatible the data are
with a specified statistical model.

P2. p-values do not measure the probability that the studied
hypothesis is true, or the probability that the data were
produced by random chance alone.

P3. Scientific conclusions and business or policy decisions
should not be based only on whether a p-value passes a
specific threshold.

P4. Proper inference requires full reporting and trans-
parency.

P5. A p-value, or statistical significance, does not measure
the size of an effect or the importance of a result.

P6. By itself, a p-value does not provide a good measure of
evidence regarding a model or hypothesis.

The ASA Statement notes “Nothing in the ASA statement is new.
Statisticians and others have been sounding the alarm about
these matters for decades, to little avail” (Wasserstein and Lazar
2016). Indeed, P1, P2, and P5 follow from the definition of the
p-value; P3 and P5 are repeatedly emphasized in introductory
textbooks; P4 is a general principle of epistemology; and P6
has long been a subject of research (Edwards, Lindman, and

Savage 1963; Berger and Sellke 1987; Cohen 1994; Hubbard and
Lindsay 2008; Johnson 2013).

Among these six principles, considerable attention has been
given to P3, which covers issues surrounding the dichotomiza-
tion of evidence based solely on whether or not a p-value crosses
a specific threshold such as the hallowed 0.05 threshold. For
example, in the press release of March 7, 2016 announcing the
publication of the ASA Statement, Ron Wasserstein, Executive
Director of the ASA, was quoted as saying:

The p-value was never intended to be a substitute for scientific
reasoning. Well-reasoned statistical arguments contain much more
than the value of a single number and whether that number exceeds
an arbitrary threshold. The ASA statement is intended to steer
research into a “post p < 0.05 era”

Additionally, the ASA Statement concludes with the sentence
“No single index should substitute for scientific reasoning”
While the ASA Statement notes that statistical significance
and p-values are “‘commonly misused and misinterpreted”
(Wasserstein and Lazar 2016) in applied research, in line with
its focus on general principles it does not discuss and document
broader implications of these errors for the interpretation of evi-
dence. Thus, in this article, we review research on how applied
researchers who are not primarily statisticians misuse and mis-
interpret p-values in practice and how this can lead to errors in
the interpretation of evidence. We also present new data show-
ing, perhaps surprisingly, that researchers who are primarily
statisticians are also prone to misuse and misinterpret p-values
thus resulting in similar errors. In particular, we show that—
like applied researchers who are not primarily statisticians—
statisticians also tend to fail to heed P3, interpreting evidence
dichotomously based on whether or not a p-value crosses the
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conventional 0.05 threshold for statistical significance. In sum,
the assignment of evidence to the different categories “statisti-
cally significant” and “not statistically significant” appears to be
simply too strong an inducement to the conclusion that the items
thusly assigned are categorically different—even to those who
are most aware of and thus should be most resistant to this line of
thinking. We discuss implications and offer recommendations.

2. Misuse and Misinterpretation of p-Values in
Applied Research

There is a long line of work documenting how applied
researchers misuse and misinterpret p-values in practice. In this
section, we briefly review some of this work that relates to P2,
P3, and P5 with a focus on P3.

While formally defined as the probability of observing data as
extreme or more extreme than that actually observed assuming
the null hypothesis is true, the p-value is often misinterpreted by
applied researchers not only as “the probability that the studied
hypothesis is true or the probability that the data were produced
by random chance alone” (P2) but also as the probability that the
null hypothesis is true and one minus the probability of repli-
cation. For example, Gigerenzer (2004) reported an example of
research conducted on psychology professors, lecturers, teach-
ing assistants, and students (see also Haller and Krauss (2002),
Oakes (1986), and Gigerenzer, Krauss, and Vitouch (2004)).
Subjects were given the result of a simple ¢-test of two indepen-
dent means (t = 2.7, df = 18, p = 0.01) and were asked six true
or false questions based on the result and designed to test com-
mon misinterpretations of the p-value. All six of the statements
were false and, despite the fact that the study materials noted
“several or none of the statements may be correct,” (i) none of the
44 students, (ii) only four of the 39 professors and lectures who
did not teach statistics, and (iii) only six of the 30 professors and
lectures who did teach statistics marked all as false (members
of each group marked an average of 3.5, 4.0, and 4.1 statements
respectively as false).

The results reported by Gigerenzer (2004) are, unfortunately,
robust. For example, Cohen (1994) reported that Oakes (1986),
using the same study materials discussed above, found 68 out
of 70 academic psychologists misinterpreted the p-value as the
probability that the null hypothesis is true while 42 believed a
p-value of 0.01 implied a 99% chance that a replication would
yield a statistically significant result. Falk and Greenbaum (1995)
also found similar results—despite adding the explicit option
“none of these statements is correct” and requiring their sub-
jects to read an article (Bakan 1966) warning of these misinter-
pretations before answering the questions. For more details and
examples of these mistakes in textbooks and applied research,
see Sawyer and Peter (1983), Gigerenzer (2004), and Kramer and
Gigerenzer (2005).

More broadly, statisticians have long been critical of the var-
ious forms of dichotomization intrinsic to the NHST paradigm
such as the dichotomy of the null hypothesis versus the alter-
native hypothesis and the dichotomization of results into the
different categories statistically significant and not statistically
significant. For example, Gelman et al. (2003) stated that the
dichotomy of 6 = 6, versus 6 # 6, required by sharp point null
hypothesis significance tests is an “artificial dichotomoty” and

that “difficulties related to this dichotomy are widely acknowl-
edged from all perspectives on statistical inference.” More specif-
ically, the sharp point null hypothesis of & = 0 used in the over-
whelming majority of applications has long been criticized as
always false—if not in theory at least in practice (Berkson 1938;
Edwards, Lindman, and Savage 1963; Bakan 1966; Tukey 1991;
Cohen 1994; Briggs 2016); in particular, even were an effect
truly zero, experimental realities dictate that the effect would
generally not be exactly zero in any study designed to test it. In
addition, statisticians have noted the 0.05 threshold (or for that
matter any other threshold) used to dichotomize results into sta-
tistically significant and not statistically significant is arbitrary
(Fisher 1926; Yule and Kendall 1950; Cramer 1955; Cochran
1976; Cowles and Davis 1982) and thus this dichotomization
has “no ontological basis” (Rosnow and Rosenthal 1989).

One consequence of this dichotomization is that applied
researchers often confuse statistical significance with practical
importance (P5). Freeman (1993) discussed this confusion in
the analysis of clinical trials via an example of four hypothet-
ical trials in which subjects express a preference for treatment
A or treatment B. The four trials feature sequentially smaller
effect sizes (preferences for treatment A of 75.0%, 57.0%, 52.3%,
and 50.07% respectively) but larger sample sizes (20, 200, 2,000,
and 2,000,000 respectively) such that all yield the same statis-
tically significant p-value of about 0.04; the effect size in the
largest study shows that the two treatments are nearly identical
and thus researchers err greatly by confusing statistical signifi-
cance with practical importance. Similarly, in a discussion of tri-
als comparing subcutaneous heparin with intravenous heparin
for the treatment of deep vein thrombosis, Messori, Scrocarro,
and Martini (1993) stated their findings are “exactly the oppo-
site” of those of Hommes et al. (1992) based solely on consider-
ations relating to statistical significance that entirely ignore the
similarity of the estimates of two sets of researchers (Messori,
Scrocarro, and Martini (1993) estimated the odds ratio at 0.61
(95% confidence interval: 0.298-1.251), whereas Hommes et al.
(1992) estimated the odds ratio at 0.62 (95% confidence interval:
0.39-0.98); for additional discussion of this example and others,
see Healy (2006)).

An additional consequence of this dichotomization is that
applied researchers often make scientific conclusions largely if
not entirely based on whether or not a p-value crosses the 0.05
threshold instead of taking a more holistic view of the evidence
(P3) that includes “the design of a study, the quality of the mea-
surements, the external evidence for the phenomenon under
study, and the validity of assumptions that underlie the data
analysis” (Wasserstein and Lazar 2016). For example, Holman
et al. (2001) showed that epidemiologists incorrectly believe a
result with a p-value below 0.05 is evidence that a relationship
is causal; further, they give little to no weight to other factors
such as the study design and the plausibility of the hypothesized
biological mechanism.

The tendency to focus on whether or not a p-value crosses the
0.05 threshold rather than taking a more holistic view of the evi-
dence has frequently led researchers astray and caused them to
make rather incredible claims. For example, consider the now
notorious claim that posing in open, expansive postures—so-
called “power poses”—for two minutes causes changes in neu-
roendocrine levels, in particular increases in testosterone and
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decreases in cortisol (Carney, Cuddy, and Yap 2010). The pri-
mary evidence adduced for this claim were two p-values that
crossed the 0.05 threshold. Scant attention was given to other
factors such as the design of the study (here two conditions,
between-subjects), the quality of the measurements (here from
saliva samples), the sample size (here 42), or potential biological
pathways or mechanisms that could explain the result. Conse-
quently, it should be unsurprising that this finding has failed to
replicate (Ranehill et al. 2015; we note the first author of Carney;,
Cuddy, and Yap (2010) no longer believes in, studies (and dis-
courages others from studying), teaches, or speaks to the media
about these power pose effects (Carney 2016)).

As another example, consider the claim—which has been
well-investigated by statisticians over the decades (Diaconis
1978; Diaconis and Graham 1981; Diaconis and Mosteller 1989;
Briggs 2006) and which has surfaced again recently (Bem
2011)—that there is strong evidence for the existence of psychic
powers such as extrasensory perception. Again, the primary evi-
dence adduced for this claim were several p-values that crossed
the 0.05 threshold and scant attention was given to other impor-
tant factors. However, as Diaconis (1978) said decades ago, “The
only widely respected evidence for paranormal phenomena is
statistical...[but] in complex, badly controlled experiments sim-
ple chance models cannot be seriously considered as tenable
explanations; hence, rejection of such models is not of partic-
ular interest.”

Such incredible claims are by no means unusual in applied
research—even that published in top-tier journals as were the
two examples given above. However, given that the primary
evidence adduced for such claims is typically one or more p-
values that crossed the 0.05 threshold with relatively little or no
attention given to other factors such as the study design, the
data quality, and the plausibility of the mechanism, it should
be unsurprising that support for these claims is often found to
be lacking when others have attempted to replicate them or have
put them to more rigorous tests (see, e.g., Open Science Collab-
oration 2015 and Johnson et al. 2016).

A closely related consequence of the various forms of
dichotomization intrinsic to the NHST paradigm is that applied
researchers tend to think of evidence in dichotomous terms
(P3). For example, they interpret evidence that reaches the con-
ventionally defined threshold for statistical significance as a
demonstration of a difference and in contrast they interpret evi-
dence that fails to reach this threshold as a demonstration of no
difference. In other words, the assignment evidence to different
categories induces applied researchers to conclude that the items
thusly assigned are categorically different.

An example of dichotomous thinking is provided by
Gelman and Stern (2006), who show applied researchers
often fail to appreciate that “the difference between ‘signifi-
cant’ and ‘not significant’ is not itself statistically significant”
Instead, applied researchers commonly (i) report an effect for
one treatment based on a p-value below 0.05, (ii) report no
effect for another treatment based on a p-value above 0.05, and
(iii) conclude that the two treatments are different—even when
the difference between the two treatments is not itself statis-
tically significant. In addition to the examples of this error in
applied research provided by Gelman and Stern (2006), Gelman
continues to document and discuss contemporary examples
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of this error on his blog (e.g., Blackwell, Trzesniewski, and
Dweck (2007), Hu et al. (2015), Haimovitz and Dweck (2016),
Pfattheicher and Schindler (2016) as well as Thorstenson, Pazda
and Elliot (2015), which was retracted for this error after being
discussed on the blog), while Nieuwenhuis, Forstmann, and
Wagenmakers (2011) documented that it is rife in neuroscience,
appearing in half of neuroscience papers in top journals such
as Nature and Science in which the authors might have the
opportunity to make the error.

This error has dire implications for perceptions of replica-
tion among applied researchers because the common definition
of replication employed in practice is that a subsequent study
successfully replicates a prior study if either both fail to attain
statistical significance or both attain statistical significance and
are directionally consistent. Consequently, applied researchers
will often claim replication failure if a prior study attains statis-
tical significance and a subsequent study fails to attain statistical
significance—even when the two studies are themselves not sta-
tistically significantly different. This suggests that perceptions of
replication failure may be overblown.

Additional examples of dichotomous thinking are provided
in a series of studies conducted by McShane and Gal (2016)
involving applied researchers across a wide variety of fields
including medicine, epidemiology, cognitive science, psychol-
ogy, business, and economics. In these studies, researchers were
presented with a summary of a hypothetical experiment com-
paring two treatments in which the p-value for the comparison
was manipulated to be statistically significant or not statistically
significant; they were then asked questions, for example to inter-
pret descriptions of the data presented in the summary or to
make likelihood judgments (i.e., predictions) and decisions (i.e.,
choices) based on the data presented in the summary. The results
show that applied researchers interpret p-values dichotomously
rather than continuously, focusing solely on whether or not the
p-value is below 0.05 rather than the magnitude of the p-value.
Further, they fixate on p-values even when they are irrelevant,
for example when asked about descriptive statistics. In addition,
they ignore other evidence, for example the magnitude of treat-
ment differences.

In sum, there is ample evidence that applied researchers
misuse and misinterpret p-values in practice and that these
errors directly relate to several principles articulated in the ASA
Statement.

3. Misuse and Misinterpretation of p-Values by
Statisticians

3.1. Overview

It is natural to presume that statisticians, given their advanced
training and expertise, would be extremely familiar with the
principles articulated in the ASA Statement. Indeed, this is
reflected by the fact that the ASA Statement notes that nothing
in it is new and that it is aimed at those who are not primar-
ily statisticians. Consequently, this suggests that statisticians, in
contrast to applied researchers, would be relatively unlikely to
misuse and misinterpret p-values particularly in ways that relate
to the principles articulated in the ASA Statement.
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For example, perhaps dichotomous thinking and similar
errors that relate to P3 are not intrinsic consequences of sta-
tistical significance and p-values per se but rather arise from
the rote and recipe-like manner in which statistics is taught
in the biomedical and social sciences and applied in aca-
demic research (Preece 1984; Cohen 1994; Gigerenzer 2004).
Supporting this view, McShane and Gal (2016) found that
when applied researchers were presented with not only a p-
value but also with a posterior probability based on a non-
informative prior, they were less likely to make dichotomiza-
tion errors. This is interesting because objectively the poste-
rior probability is a redundant piece of information: under a
noninformative prior it is one minus half the two-sided p-
value. While applied researchers might not consider the pos-
terior probability unless prompted to do so or may not recog-
nize that it is redundant with the p-value, statisticians can be
expected to more comprehensively evaluate the informational
content of a p-value. Thus, if rote and recipe-like training in
and application of statistical methods is to blame, those deeply
trained in statistics should not make these dichotomization
errors.

However, by replicating the studies by McShane and Gal
(2016) but using authors of articles published in this very jour-
nal as subjects, we find that expert statisticians—while less likely
to make dichotomization errors than applied researchers—are
nonetheless highly likely to make them. In our first study,
we show that statisticians fail to identify a difference between
groups when the p-value is above 0.05. In our second study, we
show that statisticians’ judgment of a difference between two
treatments is disproportionately affected by whether or not the
p-value is below 0.05 rather than the magnitude of the p-value;
encouragingly, however, their decision-making may not be so
dichotomous.

3.2, Study1

Objective: The goal of Study 1 was to examine whether the var-
ious forms of dichotomization intrinsic to the NHST paradigm
would lead even expert statisticians to engage in dichotomous
thinking and thus misinterpret data. To systematically examine
this question, we presented statisticians with a summary of a
hypothetical study comparing two treatments in which the p-
value for the comparison was manipulated to be statistically sig-
nificant or not statistically significant and then asked them to
interpret descriptions of the data presented in the summary.

Subjects: Subjects were the authors of articles published
in the 2010-2011 volumes of the Journal of the American
Statistical Association (JASA; issues 105(489)-106(496)). A link
to our survey was sent via email to the 531 authors who were
not personal acquaintances or colleagues of the authors; about
50 email addresses were incorrect. 117 authors responded to the
survey, yielding a response rate of 24%.

Procedure: Subjects were asked to respond sequentially to two
versions of a principal question followed by several follow-up
questions. The principal question asked subjects to choose the
most accurate description of the results from a study summary
that showed a difference in an outcome variable associated with
an intervention. Whether this difference attained (p = 0.01) or

failed to attain (p = 0.27) statistical significance was manipu-
lated within subjects.

Subjects were randomly assigned to one of four conditions
following a two by two design. The first level of design varied
whether subjects were presented with the p = 0.01 version of
the question first and the p = 0.27 version second or whether
they were presented with the p = 0.27 version of the question
first and the p = 0.01 version second. The second level of the
design varied the wording of the response options to test for
robustness. The p = 0.01 version of the principal question using
response wording one was as follows:

Below is a summary of a study from an academic paper.

The study aimed to test how different interventions might affect ter-
minal cancer patients’ survival. Subjects were randomly assigned to
one of two groups. Group A was instructed to write daily about pos-
itive things they were blessed with while Group B was instructed
to write daily about misfortunes that others had to endure. Sub-
jects were then tracked until all had died. Subjects in Group A lived,
on average, 8.2 months post-diagnosis whereas subjects in Group B
lived, on average, 7.5 months post-diagnosis (p = 0.01).

Which statement is the most accurate summary of the results?

A. Speaking only of the subjects who took part in this particular
study, the average number of post-diagnosis months lived by
the subjects who were in Group A was greater than that lived
by the subjects who were in Group B.

B. Speaking only of the subjects who took part in this particular
study, the average number of post-diagnosis months lived by
the subjects who were in Group A was less than that lived by
the subjects who were in Group B.

C. Speaking only of the subjects who took part in this particular
study, the average number of post-diagnosis months lived by
the subjects who were in Group A was no different than that
lived by the subjects who were in Group B.

D. Speaking only of the subjects who took part in this particular
study, it cannot be determined whether the average number
of post-diagnosis months lived by the subjects who were in
Group A was greater/no different/less than that lived by the
subjects who were in Group B.

After seeing this question, each subject was asked the same ques-
tion again but p = 0.01 was switched to p = 0.27 (or vice versa
for the subjects in the condition that presented the p = 0.27 ver-
sion of the question first). Response wording two was identi-
cal to response wording one above except it omitted the phrase
“Speaking only of the subjects who took part in this particular
study” from each of the four response options.

Subjects were then asked a series of optional follow-up ques-
tions. First, to gain insight into subjects’ reasoning, subjects were
asked to explain why they chose the option they chose for each
of the two principle questions and were provided with a text box
to do so. Next, subjects were asked a multiple choice question
about their statistical model for the data which read as follows:

Responses in the treatment and control group are often modeled
as a parametric model, for example, as independent normal with
two different means or independent binomial with two different
proportions.
An alternative model under the randomization assumption is a finite
population model under which the permutation distribution of the
conventional test statistic more or less coincides with the distribu-
tion given by the parametric model.
Which of the following best describes your modeling assumption as
you were considering the prior questions?

A. Twas using the parametric model.

B. Iwas using the permutation model.
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C. I'was using some other model.
D. I was not using one specific model.

Finally, they were then asked a multiple choice question about
their primary area of expertise (modeling: statistics, biostatis-
tics, computer science, econometrics, psychometrics, etc.; sub-
stantive area: basic science, earth science, medicine, genet-
ics, political science, etc.; or other in which case a text box
was provided); a multiple choice question about their sta-
tistical approach (frequentist, Bayesian, neither, or both); a
multiple choice question about how often they read Andrew
Gelman’s blog, which frequently discusses issues related to the
dichotomization of evidence (daily; not daily but at least once
a week; not weekly but at least once a month; less often than
once a month; I do not read Andrew Gelman’s blog but I know
who he is; or I do not know who Andrew Gelman is); and a free
response question asking at what p-value statistical significance
is conventionally defined. After this, the survey terminated.

Results: The pattern of results was not substantially affected
by the order in which the p-value was presented. Consequently,
we collapse across both order conditions and present our results
in Figure 1(a). For the principal question shown above, the cor-
rect answer is option A regardless of the p-value and the response
wording: all four response options are descriptive statements
and indeed the average number of post-diagnosis months lived
by the subjects who were in Group A was greater than that lived
by the subjects who were in Group B (i.e., 8.2 > 7.5). However,
subjects were much more likely to answer the question correctly
when the p-value in the question was set to 0.01 than to 0.27
(84% versus 49%). Further, the response wording did not sub-
stantially affect the pattern of results.

These results are striking and suggest that the dichotomiza-
tion of evidence intrinsic to the NHST paradigm leads even
expert statisticians to think dichotomously. In particular, about
half the subjects failed to identify differences that were not sta-
tistically significant as different.

Nonetheless, as illustrated in Figure 1(b), the statisticians
who were the subjects in this study performed better in this
respect than the applied researchers who were the subjects in
McShane and Gal (2016). Encouragingly, this suggests that a
deep as opposed to cursory training in statistics that includes
exposure to forms of statistical reasoning outside the NHST
paradigm does help subjects focus on the descriptive nature of

Proportion Choosing Option A
.

p=0.01 p=0.27

p-value

(a) JASA
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the question. Nonetheless, such training does not appear suffi-
cient to entirely eliminate dichotomous thinking.

Text Responses: To gain additional insight into subjects’ rea-
soning, we examined their explanations for their answers. The
responses of the fifty-seven subjects who chose option A for
the p = 0.27 version of the question tended to correctly iden-
tify that the question was about descriptive statistics; represen-
tative responses include: “The statement simply asked whether
the average in group A was larger than group B. It was. It never
asked us to conclude whether a general patient given treatment
A can be expected to live longer than one given treatment B;”
“The question was not about p-values, or inference to a larger
population, it was just about the average of a set of numbers;”
and “The p-value was irrelevant to the question and answer”

The responses of the 26 subjects who chose option C for the
p = 0.27 version of the question tended to focus on statistical
significance and the 0.05 threshold; representative responses
include: “I based my conclusion on the observed p-value using
the customary rule of p < 0.05 for a significant difference;”
“The first was statistically significant and the second was not;”
and “In the first question, the p-value is above the usual thresh-
old. So, the difference is considered to be insignificant. In the
second question, what we can say here is that the difference
is statistically significant at 1% level” This was also the case
of the responses of the 20 subjects who chose option D for
the p = 0.27 version of the question but who did not choose
option D for the p = 0.01 version of the question; represen-
tative responses include: “The result in the first question was
statistically significant...for the second question, the result is
not statistically significant;” “For (1) the null of equal survival
can be rejected, for (2) this is not the case;” “I first looked at the
different number of months for the two outcomes, then used
the p-value to assess whether the difference was significant;”
and “The p-value is less than 0.05 in first study”

Finally, the responses of the 14 subjects who answered option
D to both the p = 0.01 and p = 0.27 versions of the question
tended to either focus on statistical significance or emphasize
additional considerations; responses representative of the for-
mer were similar to the above while responses representative of
the latter include: “A p-value is not enough to see if the difference
actually exist. Many other factors may also be important but are
not available from the short story provided;” “No sample size
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Figure 1. Data from Study 1 (left) and McShane and Gal (2016) Study 1 (right). Points denote ﬁA, the proportion of subjects choosing option A, and lines denote [)A +

/B,(1 — p,)/n. Response wording one is indicated by a circle, response wording two by a triangle, and response wording three (used only in McShane and Gal (2016)

Study 1) by a square. Regardless of response wording, the vast majority of subjects in Study 1 correctly answered option A when p = 0.01 but only about half did when
p = 0.27. Nonetheless, the statisticians (i.e., JASA authors) who were the subjects in Study 1 performed better than the applied researchers (i.e., New England Journal of

Medicine (NEJM) authors) who were the subjects in McShane and Gal (2016) Study 1.



Downloaded by [Northwestern University] at 15:57 30 October 2017

890 (&) B.B.MCSHANE AND D.GAL

for comparison is given to see if the p-value is representative for
first question. And no information such as demographics, med-
ical history, and concomitant medication to see if patients’ treat-
ments are confounding with the other factors which may affect
the survival.;” “I would like to make sure that the characteristics
of the patients from two groups are similar (post hoc check; ran-
dom assignment does not always guarantee that). Moreover, the
p-value is not a good measure of the evidence, even if the sample
sizes were known. We also need to know what the life expectancy
was for each patient (without intervention...if these cancers have
known history, this could be computed) and then see how dif-
ferent the actual life span was. We can, then, use each patient as
a control for himself/herself. The information is insufficient to
make a conclusion”

In sum, the text responses of the subjects who did not choose
option A emphasized that they were thinking dichotomously
in a manner consistent with the dichotomization of evidence
intrinsic to the NHST paradigm.

Additional Considerations: One potential criticism of our
findings is that we asked a trick question: our subjects clearly
know that 8.2 is greater than 7.5 but perceive that asking whether
8.2 is greater than 7.5 is too trivial thereby leading them to
instead answer whether or not the difference attains or fails to
attain statistical significance. However, asking whether a p-value
of 0.27 attains or fails to attain statistical significance is also triv-
ial. Consequently, this criticism does not resolve why subjects
focus on the statistical significance of the difference rather than
on the difference itself. Further, we note the text responses pre-
sented above do not suggest subjects necessarily found the ques-
tion too trivial.

A related potential criticism is that by including a p-value,
we naturally led our subjects to focus on statistical significance.
This is not really a criticism but rather is essentially our point:
our subjects are so trained to focus on statistical significance that
the mere presence of a p-value leads them to automatically view
everything through the lens of the NHST paradigm—even when
it is unwarranted.

In further response to such criticisms, we note that our
response options stopped just short of explicitly telling subjects
that we were asking for a description of the observed data rather
than asking them to make a statistical inference. For example, in
the context of the study summary “the average number of post-
diagnosis months lived by the subjects who were in Group A”
pretty clearly refers to the number 8.2 rather than to some hypo-
thetical population parameter.

We also note two further points. First, even had we asked sub-
jects to conduct a hypothesis test, option C is never correct: a
failure to reject the null hypothesis does not imply or prove that
the two treatments do not differ. Second, and again assuming
we asked subjects to conduct a hypothesis test, there is a sense in
which option D is always correct since at no particular p-value is
the null definitively overturned. Nonetheless, 27 subjects chose
option C for one or both versions of the question while only 14
chose option D for both versions.

We also analyzed data from the follow-up questions for
exploratory purposes. Only four subjects reported using the per-
mutation model justified by the randomization assumption; 30
reported using a parametric model and 67 no specific model.

Eighty-five subjects reported their expertise in modeling while
48 reported taking a frequentist approach to statistics and forty
both a frequentist and Bayesian approach. Unfortunately, few
subjects reported being frequent readers of Andrew Gelman’s
blog with only one daily and two weekly readers; 47 reported
not reading it at all while a further 22 reported not knowing
who Gelman is. This is unfortunate as the blog often covers top-
ics related to the dichotomization of evidence (particularly with
regard to the 0.05 threshold) and we would have thus expected
frequent readers to perform better on the p = 0.27 version of
the question.

Using a parametric model seems associated with worse per-
formance on the p = 0.27 version of the question: only six of
the 30 subjects who reported using the parametric model chose
option A. Further, this seems to be the only follow-up vari-
able associated with choosing option A for this version of the
question (none seems to be associated with choosing option A
for the p = 0.01 version of the question).

3.3. Study?2

Objective: The goal of Study 2 was to examine whether the
pattern of results observed in Study 1 extends from the inter-
pretation of data to likelihood judgments (i.e., predictions)
and decisions (i.e., choices) made based on data. A further
goal was to examine how varying the degree to which the
p-value is above the threshold for statistical significance affects
likelihood judgments and decisions. To systematically examine
these questions, we presented statisticians with a summary of
a hypothetical study comparing two treatments in which the
p-value for the comparison was manipulated to one of four
values and then asked them to make likelihood judgments and
decisions based on the data presented in the summary.

Subjects: Subjects were the authors of articles published in
the 2012-2013 volumes of JASA (issues 107(497)-108(503)). A
link to our survey was sent via email to the 565 authors who
were not personal acquaintances or colleagues of the authors and
who were not sent a link to Study 1; about 50 email addresses
were incorrect. 140 authors responded to the survey, yielding a
response rate of 27%.

Procedure: Subjects completed a likelihood judgment ques-
tion followed by a choice question. Subjects were randomly
assigned to one of four conditions that varied whether the p-
value was set to 0.025, 0.075, 0.125, or 0.175. Subjects saw the
same p-value in the choice question as they saw in the preced-
ing likelihood judgment question.

The judgment question was as follows:

Below is a summary of a study from an academic paper.

The study aimed to test how two different drugs impact whether
a patient recovers from a certain disease. Subjects were randomly
drawn from a fixed population and then randomly assigned to Drug
A or Drug B. Fifty-two percent (52%) of subjects who took Drug A
recovered from the disease while forty-four percent (44%) of sub-
jects who took Drug B recovered from the disease.

A test of the null hypothesis that there is no difference between Drug
A and Drug B in terms of probability of recovery from the disease
yields a p-value of 0.025.

Assuming no prior studies have been conducted with these drugs,
which of the following statements is most accurate?
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A. A person drawn randomly from the same population as the
subjects in the study is more likely to recover from the disease
if given Drug A than if given Drug B.

B. A person drawn randomly from the same population as the
subjects in the study is less likely to recover from the disease
if given Drug A than if given Drug B.

C. A person drawn randomly from the same population as the
subjects in the study is equally likely to recover from the dis-
ease if given Drug A than if given Drug B.

D. It cannot be determined whether a person drawn randomly
from the same population as the subjects in the study is
more/less/equally likely to recover from the disease if given
Drug A or if given Drug B.

After answering this judgment question, subjects were presented
with the same study summary with the same p-value but were
instead asked to make a hypothetical choice. The choice ques-
tion was as follows:

Assuming no prior studies have been conducted with these drugs, if
you were a patient from the same population as the subjects in the
study, what drug would you prefer to take to maximize your chance
of recovery?

A. Tprefer Drug A.

B. Iprefer DrugB.

C. Iam indifferent between Drug A and Drug B.

Subjects were then asked the same series of optional follow-up
questions that were asked of subjects in Study 1.

Results: We present our results in Figures 2(a) and 2(b). We
note that the issue at variance in both the likelihood judgment
question and choice question is fundamentally a predictive one:
they both ask about the relative likelihood of a new patient
drawn from the subject population—whether a hypothetical one
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as in the likelihood judgment question or the self as in the choice
question—recovering if given Drug A rather than Drug B. This
in turn clearly depends on whether or not Drug A is more effec-
tive than Drug B. The p-value is of course one measure of the
strength of the evidence regarding the likelihood that it is. How-
ever, the level of the p-value does not alter the correct response
option for either question: the correct answer is option A as Drug
A is more likely to be more effective than Drug B in each of the
four respective p-value settings. Indeed, under the noninforma-
tive prior encouraged by the question wording, the probability
that Drug A is more effective than Drug B is a decreasing linear
function of the p-value (i.e., it is one minus half the two-sided
p-value or 0.9875, 0.9625, 0.9375, and 0.9125 when the p-value
is set respectively to 0.025, 0.075, 0.125, and 0.175).

The proportion of subjects who chose option A for the judg-
ment question dropped sharply once the p-value rose above 0.05
but it was relatively stable thereafter (63% versus 22%, 21%,
and 6%, respectively). This provides further evidence that the
dichotomization of evidence intrinsic to the NHST paradigm
leads even expert statisticians to think dichotomously.

In contrast, the proportion of subjects who chose Drug
A for the choice question was 87%, 81%, 62%, and 61% for
each of the four respective p-value settings. This appears best
described by either a decreasing linear function of the p-value
or a step function with a single step at a p-value of 0.10 or there-
abouts and suggests that when it comes to making decisions—
particularly personally consequential ones—expert statisticians
may not dichotomize evidence (or at least may not do so around
a p-value of 0.05).
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Figure 2. Data from Study 2 (top) and McShane and Gal (2016) Study 2 (bottom). Points denote ﬁA, the proportion of subjects choosing option A, and lines denote ﬁA +

[B,(1 — p,)/n. Atreatment difference of 52% versus 44% is indicated by a circle and a treatment difference of 57% versus 39% (used only in McShane and Gal (2016) Study

2) by a square. For the likelihood judgment question, the proportion of subjects in Study 2 who chose option A dropped sharply once the p-value rose above 0.05, but it
was relatively stable thereafter; for the choice question, the proportion appears best described by either a decreasing linear function of the p-value or a step function with
a single step at a p-value of 0.10 or thereabouts. The statisticians (i.e., JASA authors) who were the subjects in Study 2 performed similarly to the applied researchers (i.e.,
American Journal of Epidemiology (AJE) authors) who were the subjects in McShane and Gal (2016) Study 2 on the likelihood judgment question but better on the choice

question.
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In sum, the results of the likelihood judgment question are
consistent with the results of Study 1 and the notion that the
dichotomization of evidence intrinsic to the NHST paradigm
leads even expert statisticians to think dichotomously. Encour-
agingly, they do not seem to do this for the choice ques-
tion which may most realistically demonstrate how statisticians
are likely to behave when making recommendations based on
evidence.

As illustrated in Figures 2(c) and 2(d), the statisticians who
were the subjects in this study performed similarly in this respect
to the applied researchers who were the subjects in McShane
and Gal (2016) on the likelihood judgment question but better
on the choice question thus providing further support for the
notion that a deep as opposed to cursory training in statistics
that includes exposure to forms of statistical reasoning outside
the NHST paradigm helps attenuate dichotomous thinking even
if it cannot entirely eliminate it.

That said, given the posterior probability that Drug A was
more effective than Drug B was larger than 90% in each of the
four p-value settings, it is perhaps discouraging that nearly all
statisticians did not select option A for both the likelihood judg-
ment and choice questions.

Text Responses: To gain additional insight into subjects’ rea-
soning, we examined their explanations for their answers. We
begin by discussing the responses of subjects assigned to the
p = 0.025 condition. Twenty-nine of these chose option A for
the likelihood judgment question, all of whom also chose option
A for the choice question. Responses tended to focus either on
the observed differences, statistical significance, or both; repre-
sentative responses include: “I chose the one with the higher
probability;” “The statistical tests suggests that Drug A is sig-
nificantly more efficient than Drug B;” and “The point estimate
of the efficacy of Drug A (compared to Drug B) along with the
corresponding p-value are the only information available and
from that A is appears to be better. It is therefore the better bet”
Among the 17 who did not choose option A for the likelihood
judgment question, there seemed to be no systematic pattern to
the responses except perhaps for a tendency to emphasize that
when forced to make a choice they would choose the drug that
performed better empirically.

More interesting are the responses of subjects assigned to the
three conditions where the p-value was set above 0.05. Eleven
of these chose option A for the likelihood judgment question, of
whom only nine eleven chose option A for the choice question.
Responses tended to focus on the observed differences; repre-
sentative responses include: “You asked if it was ‘more likely’; it
is more likely. It's not significantly more likely, but you didn't ask
this; you only asked about directionality. In Q2, you now asked
my preference about the drugs. Again, even though the finding
isn't statistically significant, if I were choosing the drug, I'd go
with the one that had performed better;” “Because a higher per-
centage of the sample that took Drug A recovered than Drug B;”
“As a Bayesian the higher success rate for Drug A is some evi-
dence, even though it is not significant;” of the two subjects who
curiously switched to option C for the choice question, only one
left a text response and the response indicated confusion.

Twelve subjects chose option C for the likelihood judgment
question, and, of these, seven switched to option A for the
choice question while the remaining five stuck with option C.

Responses tended to tended to focus on statistical significance
and the 0.05 threshold although those who switched indicated
they would lay aside concerns about statistical significance when
making a choice; representative responses of two switchers ver-
sus nonswitchers respectively include: “In question one, the p-
value is relatively large, we fail to reject Hy but do not say Hy
is true. If we collect more samples, we may have a significant
result that A is better than B. In the current situation, I choose
A in the second question to maximize my chance or minimize
my loss” and “The second question is conditional on me hav-
ing to take one of the two.” versus “The probability of recovery
for the two drugs is not significantly different at level « = 0.05”
and “For the first question the p-value does not suggest any dif-
ference between the drugs. For the second, since no significant
difference was found, I do not prefer any drug.”

Sixty-seven chose option D for the likelihood judgment
question, and, of these, 44 chose option A for the choice ques-
tion, while the remaining 23 chose option C. As with those who
chose option C for the likelihood judgment question, responses
tended to tended to focus on statistical significance and the
0.05 threshold; responses of those who chose option A for the
choice question also indicated they would lay aside concerns
about statistical significance and mentioned that the posterior
probability that Drug A was more effective than Drug B was
above a half. Thus, representative responses were similar to
those presented in the prior paragraph.

In sum, the text responses of the subjects who did not choose
option A for the likelihood judgment question emphasized
that they were thinking dichotomously in a manner consis-
tent with the dichotomization of evidence intrinsic to the
NHST paradigm but that the choice question prompted other
considerations such as the observed difference and posterior
probabilities.

Additional Considerations: One potential criticism of our
findings is that there is a sense in which option D is the correct
option for the likelihood judgment question (i.e., because at no
particular p-value is the null hypothesis definitively overturned).
More specifically, which drug is “more likely” to result in recov-
ery depends upon the parameters governing the probability of
recovery for each drug, and these parameters are unknown and
unknowable under a classical frequentist interpretation of the
question. However, subjects generally chose option A for the
likelihood judgment question when the p-value was set below
0.05 but option D when it was set above 0.05 rather than option
D regardless. Thus, this criticism does not stand.

We again analyzed data from the follow-up questions for
exploratory purposes. Only seven subjects reported using the
permutation model justified by the randomization assumption;
41 reported using a parametric model and 51 no specific model.
Eighty-four subjects reported their expertise in modeling, while
48 reported taking a frequentist approach to statistics, 24 a
Bayesian approach, and 33 both a frequentist and Bayesian
approach. Unfortunately, again few subjects reported being
frequent readers of Andrew Gelman’s blog with only one daily
and six weekly readers; 37 reported not reading it at all while a
further 31 reported not knowing who Gelman is.

Curiously, those who reported taking a Bayesian approach to
statistics seemed to have performed worse on the choice ques-
tion when the p-value was set above 0.05. Further, this seems to



Downloaded by [Northwestern University] at 15:57 30 October 2017

be the only follow up variable associated with choosing option A
for the choice question (none seems to be associated with choos-
ing option A for the likelihood judgment question).

4. Discussion

We have shown that even expert statisticians are sometimes
prone to misuse and misinterpret p-values. Thus, the ASA State-
ment is relevant not only for those who are not primarily statis-
ticians but also for statisticians. In particular, the principle that
“Scientific conclusions and business or policy decisions should
not be based only on whether a p-value passes a specific thresh-
old” (P3)—or, more poetically, as Rosnow and Rosenthal (1989)
famously put it, “Surely, God loves the 0.06 nearly as much as the
0.05. Can there be any doubt that God views the strength of evi-
dence for or against the null as a fairly continuous function of the
magnitude of p?”—bears repetition and emphasis even among
statisticians and even though there is nothing new about it.

Our most discouraging findings were (i) that about half the
subjects in Study 1 failed to identify differences that were not
statistically significant as different and (ii) that the vast major-
ity of the subjects in Study 2 failed to select option A for both
the likelihood judgment and choice question (i.e., because the
posterior probability that Drug A was more effective than Drug
B was larger than 90% in each of the four p-value settings). On
the other hand, it was quite encouraging that statisticians did
not seem to dichotomize evidence around the 0.05 threshold for
the choice question in Study 2 as this question may most realis-
tically demonstrate how they are likely to behave when making
recommendations based on evidence. It was also encouraging—
if not entirely surprising—that statisticians performed better in
these studies than applied researchers as it suggests a deep as
opposed to cursory training in statistics that includes exposure
to forms of statistical reasoning outside the NHST paradigm can
help attenuate dichotomous thinking even if it cannot entirely
eliminate it.

While some may argue that the presence of a p-value in our
questions naturally led our subjects to focus on statistical signif-
icance, we reiterate that this is not really a criticism but rather
is essentially our point: our subjects are so trained to focus on
statistical significance that the mere presence of a p-value leads
them to automatically view everything through the lens of the
NHST paradigm—even in cases where it is unwarranted. We
further note that the text responses of our subjects emphasized
that they were thinking dichotomously in a manner consistent
with the dichotomization of evidence intrinsic to the NHST
paradigm and that response to our principal questions did not
associate particularly strongly with responses to our follow up
questions.

We also note that the studies reported by McShane and Gal
(2016)—while not conducted on statisticians but on applied
researchers across a wide variety of fields including medicine,
epidemiology, cognitive science, psychology, business, and
economics—lend further support to our conclusion. For
example, they show that undergraduates who have not taken a
statistics course—and thus are unlikely or even unable to focus
on statistical significance—perform similarly on the versions of
the questions where the p-value is versus is not statistically sig-
nificant. They also show, as discussed, that applied researchers
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presented with not only a p-value but also with a posterior
probability based on a noninformative prior were less likely to
make dichotomization errors. Further, they show, as illustrated
in Figures 2(c) and 2(d), that applied researchers tend to ignore
the magnitude of treatment differences. Finally, they also show
that when subjects are asked to make a choice on behalf of a psy-
chologically close other (i.e., a loved one) as compared to a psy-
chologically distant other (i.e., physicians treating patients), they
are more likely to choose Drug A when the p-value is not statisti-
cally significant; this, in combination with subjects’ superior per-
formance on the choice question as compared to the likelihood
judgment question, suggests that the presence of a p-value may
lead to dichotomous thinking by default but that other consider-
ations (e.g., the degree to which something is personally conse-
quential) can shift the focus away from whether a result attains
or fails to attain statistical significance and toward a more holis-
tic view of the evidence.

In addition, in a yet to be published study, when responses
to the likelihood judgment question were solicited on a contin-
uous scale rather than via a multiple choice question, applied
researchers continued to interpret evidence dichotomously. In
particular, when subjects were asked to rate on a one hundred
point scale how confident they were that “A person drawn ran-
domly from the same patient population as the patients in the
study is more likely to recover from the disease if given Drug A
than if given Drug B,” the average confidence dropped precipi-
tously as the p-value rose above the 0.05 threshold but did not
decrease further as the p-value increased beyond 0.05.

Given that these findings appear quite robust, they (in partic-
ular the finding that statisticians performed better in these stud-
ies than applied researchers) naturally raise the question of what
can be done in graduate training to help eliminate dichotomous
thinking. Our suggestions are similar to many of those directed
at applied researchers in the ASA Statement, and, like it, are not
particularly new or original.

We should further expand on our efforts to emphasize that
evidence lies on a continuum. For example, rather than treating
effects as “real” or “not real” and statistical analysis, particularly
via NHST, as the method for determining this, we should
further emphasize and embrace the variation in effects and
the uncertainty in our results. We may also want to consider
emphasizing not only variation but also individual-level and
group-level moderators of this variation that govern the gener-
alizability of effects in other subjects and subject populations,
at other times, and in different contexts. Further, as noted in
the ASA Statement, we should emphasize not only statistical
considerations but also take a more holistic and integrative view
of evidence that includes prior and related evidence, the type
of problem being evaluated, the quality of the data, the model
specification, the effect size, and real world costs and benefits,
and other considerations.

Perhaps most importantly we should move away from any
forms of dichotomous or categorical reasoning whether in the
form of NHST or otherwise (e.g., confidence intervals evaluated
only on the basis of whether or not they contain zero or some
other number, posterior probabilities evaluated only on the basis
of whether or not they are above some particular threshold,
Bayes Factors evaluated only in terms of discrete categories).
While NHST clearly has its place, it also seems to be the case
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that estimation (including variation and uncertainty estimation)
and full decision analyses (particularly ones that account for
real world costs and benefits as well as variation and uncer-
tainty in them) are often more appropriate and fruitful in applied
settings.

Moving away from graduate training of statisticians to train-
ing in statistics more broadly, Wasserstein and Lazar (2016)
echo George Cobb's concern about circularity in curriculum and
practice: we teach NHST because that’s what the scientific com-
munity and journal editors use but they use NHST because that’s
what we teach them. Indeed, statistics at the undergraduate level
as well as at the graduate level in applied fields is often taught
in a rote and recipe-like manner that typically focuses nearly
exclusively on the NHST paradigm. To be fair, statisticians are
only partially at fault for this: statisticians are often not respon-
sible for teaching statistics courses in applied fields (this is prob-
ably especially the case at the graduate level as compared to the
undergraduate level) and, even when they are, institutional real-
ities often constrain the curriculum.

The recent trend toward so-called “data science” curricula
may prove helpful in facilitating a reevaluation and relaxation
of these institutional constraints. In particular, it may provide
statisticians with the institutional leverage necessary to move
curricula away from the rote and recipe-like application of
NHST in training and toward such topics as estimation, vari-
ability, and uncertainty as well as exploratory and graphical
data analysis, model checking and improvement, and predic-
tion. Further, these curricula may help facilitate a move away
from point-and-click statistical software and toward scripting
languages. This in and of itself is likely to encourage a more
holistic view of the evidence; for example, data cleaning in a
scripting language naturally prompts questions about the qual-
ity of the data and measurement while coding a model oneself
increases understanding and likely promotes deeper reflection
on model specification and model fit. Thus, recent develop-
ments in curricula may well help mitigate dichotomous thinking
errors.

In closing, we do not believe the fault for dichotomous
thinking errors shown by our subjects lies with them per se.
Indeed, evaluating evidence under uncertainty is well-known
to be quite difficult (Tversky and Kahneman 1974). Instead, we
believe the various forms of dichotomization intrinsic to the
NHST paradigm such as the dichotomy of the null hypothesis
versus the alternative hypothesis and the dichotomization of
results into the different categories statistically significant and
not statistically significant almost necessarily results in some
forms of dichotomous thinking: the assignment of evidence to
different categories is simply just too strong an inducement to
the conclusion that the items thusly assigned are categorically
different—even to those who are most aware of and thus should
be most resistant to this line of thinking! Thus, although statis-
ticians and researchers more broadly are generally aware that
statistical significance at the 0.05 level is a mere convention, our
findings highlight that this convention strongly affects the inter-
pretation of evidence. We thus hope that our findings will raise
awareness of this phenomenon and thereby lead researchers to
adopt the ASA Statement’s suggestions that they take a more
holistic and integrative view of evidence (and thus correspond-
ingly reduce their reliance on statistical significance) in their

interpretation of evidence and that p-values be supplemented,
if not altogether replaced, by other approaches.
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A p-Value to Die For

Donald Berry

M) Check for updates

Department of Biostatistics, University of Texas M. D. Anderson Cancer Center, Houston, TX

McShane and Gal expose statisticians as not understanding what
is the very substance of our expertise. Only some of the “experts”
failed the authors’ tests. Still, such failure impugns our profes-
sion. We deserve criticism, whether the tests measure the right
thing or not. We are too smug in thinking that we understand
the elementary stuff. But we do not, in part because it is not ele-
mentary. And our failures are detrimental to society at large, and
of course to our profession.

My commentary has two parts. One is a critique of the
McShane and Gal article. The other addresses an issue regard-
ing p-values that is more serious and problematic for statisticians
and other scientists than the ones addressed by these authors.

McShane and Gal rail against treating evidence as binary.
None of what they say is new, as they indicate. But it bears
repeating. We fall prey to this yes-no silliness because many

decisions are binary. But believing or advertising something as
true and acting as though it is true are very different kettles of
fish.

Evaluating evidence in the context of uncertainty is difficult.
Communicating such evidence is more difficult yet. And there
are subtleties in communicating to us about how poorly we com-
municate with others.

A casein point is Study 1 of McShane and Gal. They ask ques-
tions of statisticians who had published articles in JASA. When
someone asks a question, part of the information conveyed is the
fact that they asked the question. Why did they ask? To teach
the respondents something? To demonstrate that they know
more than the respondents? To get wrong answers so they
can write an article arguing that some respondents are
clueless?
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