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Abstract
Null hypothesis significance testing (NHST) is the default approach to statistical analysis and reporting in marketing and the bio-
medical and social sciences more broadly. Despite its default role, NHST has long been criticized by both statisticians and applied
researchers, including those within marketing. Therefore, the authors propose a major transition in statistical analysis and report-
ing. Specifically, they propose moving beyond binary: abandoning NHST as the default approach to statistical analysis and report-
ing. To facilitate this, they briefly review some of the principal problems associated with NHST. They next discuss some principles
that they believe should underlie statistical analysis and reporting. They then use these principles to motivate some guidelines for
statistical analysis and reporting. They next provide some examples that illustrate statistical analysis and reporting that adheres to
their principles and guidelines. They conclude with a brief discussion.
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Introduction
Background
Null hypothesis significance testing (NHST) is the default
approach to statistical analysis and reporting in marketing and
the biomedical and social sciences more broadly. As practiced,
NHST centers on where the P-value1—a measure of the degree

of the compatibility of the observed data with both a target hypoth-
esis (almost always the null hypothesis of no association or no
effect) as well as countless other explicit, implicit, and overlooked
background assumptions that vary by context (e.g., additivity, lin-
earity, normality, random sampling of subjects from a population,
random assignment of subjects to experimental conditions, prop-
erly functioning measurement devices, absence of data fabrication)
as assessed by some test statistic (e.g., a Z-statistic, a χ2-statistic, or
another quantity computed from the data)—stands relative to some
threshold (almost always .05). If the P-value is less than the thresh-
old, the association or effect is declared “statistically significant”
and the target hypothesis is rejected, and this is deemed positive
or even definitive evidence in favor of some preferred alternative
hypothesis of an association or an effect. If the P-value is greater
than the threshold, the association or effect is declared “statistically
nonsignificant” and the target hypothesis is not rejected, and this is
deemed positive or even definitive evidence in favor of the target
hypothesis of no association or no effect.
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1 We capitalize P-value and distinguish it from its lowercase observed value p.
The term “P-value” appeared by the 1920s (see, for example, Macarthur 1926;
Putnam 1927; Sun 1928; the P is capitalized and italicized but without hyphen in
these sources). According to Shafer (2020), “the term simply evolved from the
use of the [capital, unitalicized] letter P to denote the probability that an esti-
mated quantity or difference will fall inside or outside given limits … in
Fourier, Poisson, Gavarret, and Cournot” and especially from Karl Pearson’s
use, dating from at least 1900, of capital, unitalicized P to denote the probability
that some test statistic would be as extreme or more extreme (which in Pearson
1900 meant as large or larger) than the value of the test statistic computed from
the observed data, which Pearson referred to as “the value of P” (Pearson 1900;
Shafer 2020). Our practice is consistent with this. It is also consistent with the
Neyman–Egon Pearson decision-theoretic distinction between the frequency
properties of P and its observed value p, which parallels the convention of
using uppercase for random variables and lowercase for their observed values.
While the use of the term “P-value” is widespread, there is no consensus on
font: we see it given in uppercase and lowercase, italicized and unitalicized,
with and without hyphen. See Shafer (2020) for more on the history of the
terms “P-value” and “statistical significance,” which notes that, despite the
late nineteenth- and early twentieth-century origin of these terms, P-values
and significance tests as statistical devices date from at least Arbuthnot (1710).
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Despite its default role, NHST has long been criticized by both
statisticians and applied researchers, including those within mar-
keting.2 For example, Sawyer and Peter (1983, p. 122) noted 40
years ago in the Journal of Marketing Research that significance
tests were being “misinterpreted and overvalued by marketing
researchers.”

Several of the most prominent criticisms of NHST relate to
the dichotomization of results—that is, into the categories “stat-
istically significant” and “statistically nonsignificant” based on
where the P-value stands relative to some threshold—intrinsic
to it. For example, one problem with this dichotomization is
that it leads researchers to wrongly interpret results that attain
“statistical significance” as demonstrating an effect and those
that fail to do so as demonstrating no effect. This in turn leads
them, when acting as authors, editors, and reviewers, to use
“statistical (non)significance” as a filter to select which results
to publish, which again in turn biases the literature and encour-
ages harmful research practices. Another problem with this
dichotomization is that P-values naturally vary a great deal
from study to study. Indeed, sampling variation alone can
easily cause large differences in P-values—not only P-values
that fall just barely to either side of some threshold.

Illustration
To illustrate problems that result from the dichotomization of
results intrinsic to NHST, consider two studies that are alike
in every possible way except for their observed P-values.
Suppose that the observed P-values in the two studies fall far
from either side of the conventional .05 threshold, say, p = .005
in the one study and p = .194 in the other study.

We expect that many researchers would wrongly view the study
with p = .005 as a “success” that demonstrates some effect. We
also expect that many researchers would wrongly view the study
with p = .194 as a “failure” that demonstrates no effect.
However, it is wrong to conclude that some preferred alternative
hypothesis of an effect is true on the basis of a small P-value
alone. In addition, it is wrong to conclude that the target hypothesis
of no effect is true on the basis of a large P-value alone.

Nonetheless, as a consequence of these incorrect beliefs, we
expect that many researchers would wrongly filter which results
are published. Specifically, we expect that many authors would
rightly include the study with p = .005 in their manuscript but
wrongly exclude the study with p = .194. If both were rightly

included, we expect that many editors and reviewers would
wrongly recommend excluding the study with p = .194.
However, filtering which results are published biases the litera-
ture (filtering in the manner discussed here biases the literature
upward in magnitude). Further, it encourages harmful research
practices that yield results that pass the filter.

As a further consequence of these incorrect beliefs, we
expect that many researchers would wrongly view the results
of the two studies as incompatible with one another.
However, the results are highly compatible: P-values naturally
vary a great deal from study to study, and the observed
P-value against the target hypothesis of no difference between
the two studies is p = .289.3

Finally, as a consequence of the incorrect belief that the
results are incompatible, we expect implications for perceptions
of replication. Specifically, if the study with p = .005 had been
conducted prior to the study with p = .194, we expect that many
researchers would wrongly view the latter to be a “failed repli-
cation” and the former to be a “false positive” despite the fact
that the results are highly compatible and provide cumulative
evidence.

Proposal
Perhaps the most widespread abuse of statistics is to take where
some statistical measure such as a P-value stands relative to
some threshold as a basis to declare “statistical (non)signifi-
cance” and to make general and certain conclusions from a
single study. However, single studies are never definitive.
Therefore, single studies can never demonstrate an effect or
no effect. Likewise, single replication studies can never demon-
strate failed replication or false positive.

Instead, the aim of studies should be to report results in an unfil-
tered manner so that they can later be used to make more general
conclusions based on the cumulative evidence from multiple
studies. Nonetheless, NHST leads researchers to wrongly make
general and certain conclusions and to wrongly filter results.

Therefore, we propose a major transition in statistical analy-
sis and reporting. Specifically, we propose moving beyond
binary: abandoning NHST—and the P-value thresholds intrin-
sic to it—as the default approach to statistical analysis and
reporting. “Statistical (non)significance” should never be used
as a basis to make general and certain conclusions or as a
filter to select which results to publish. Instead, all studies
should be published in some form or another and reporting
should focus on quantifying study results via point and interval
estimates. Further, general conclusions should be made based
on the cumulative evidence from multiple studies. This should
be done in a manner that treats P-values continuously and as
just one factor among many—including prior evidence,

2 The sheer breadth of literature on this topic across time and fields makes an
exhaustive review intractable. For some examples, see Rozeboom (1960),
Edwards, Lindman, and Savage (1963), Bakan (1966), Morrison and Henkel
(1970), Meehl (1978), Rothman (1978), Salsburg (1985), Gardner and Altman
(1986), Rothman (1986), Serlin and Lapsley (1993), Cohen (1994),
McCloskey and Ziliak (1996), Schmidt (1996), Hunter (1997), Gill (1999),
Anderson, Burnham, and Thompson (2000), Gigerenzer (2004), Hubbard
(2004), Gigerenzer, Krauss, and Vitouch (2004), Briggs (2016), McShane and
Gal (2016), Wasserstein and Lazar (2016), McShane and Gal (2017),
Amrhein, Greenland, and McShane (2019a), Amrhein, Trafimow, and
Greenland (2019), McShane et al. (2019), and Wasserstein, Schirm, and Lazar
(2019).

3 The observed P-values of p = .005 and p = .194 in the two studies correspond
to observed Z-statistics of z = 2.80 and z = 1.30, respectively, and thus an
observed Z-statistic of z = (2.80− 1.30)/

���������

12 + 12
√ = 1.06 and an observed

P-value of p = .289 against the target hypothesis of no difference between the
two studies.
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plausibility of mechanism, study design, data quality, and others
that vary by research domain—that require joint consideration
and holistic integration. It should also be done in a manner
that respects the fact that such conclusions are necessarily ten-
tative and subject to revision as new studies are conducted.

While our proposal may seem radical to some, we view it as
neither controversial nor novel. Indeed, in response to long-
standing criticism of NHST, similar proposals have long been
made. Despite this, NHST has till recently seemed unassailable.
However, due to “highly visible discussions” critical of NHST
in the science press and “deep concern about issues of reproduc-
ibility and replicability of scientific conclusions,” the Board of
Directors of the American Statistical Association (ASA) took
the unprecedented step in 2016 of issuing a statement warning
against the misuse of “statistical significance” and P-values
(Wasserstein and Lazar 2016, p. 129). The ASA built on this
statement with two major efforts devoted to improving statistical
practice in science, namely the 2017 ASA Symposium on
Statistical Inference and a 2019 special issue of The American
Statistician (Wasserstein, Schirm, and Lazar 2019). Since then,
researchers throughout the biomedical and social sciences have
responded by publishing editorials and articles making proposals
akin to ours as well as altering journal guidelines for statistical
analysis and reporting so as to adhere to such proposals.4 In
our view, it is time for marketing to take similar steps.

Therefore, in the remainder of this article, we briefly review
some of the principal problems associated with NHST. We next
discuss some principles that we believe should underlie statisti-
cal analysis and reporting. We then use these principles to moti-
vate some guidelines for statistical analysis and reporting that
could be used for manuscripts under consideration for publica-
tion in the Journal of Marketing and journals more broadly. We
next provide some examples that illustrate statistical analysis
and reporting that adheres to our principles and guidelines.
We conclude with a brief discussion.

In addition, we provide a brief Appendix that illustrates the
degree to which (1) NHST is employed, (2) problems associated
with it are fallen prey to, and (3) our guidelines for statistical
analysis and reporting are adhered to in marketing. Put
simply, NHST is dominant, problems associated with it are

rife, and adherence to our guidelines ranges from nil to partial
in papers recently published by prominent academics in market-
ing. Therefore, there is great opportunity for marketing to catch
up to biomedical and social sciences that have put proposals
akin to ours into practice.

Finally, we provide scripts that reproduce all results and figures
discussed in our examples at https://www.blakemcshane.com/jm.
statsig.zip.

In considering this article, it is important to recognize that we
believe that no single statistical approach is suitable for all
research questions, and thus we advocate a “toolkit” approach
that chooses the best one for the job at hand (Cox and
Donnelly 2011; Efron and Hastie 2016; Gigerenzer 2004).
Nonetheless, we believe that it is always inappropriate to use
P-values and related statistical measures (such as the limits of
interval estimates, likelihood ratios, posterior probabilities, and
Bayes factors) in the conventional, dichotomous manner, that
is, to declare “statistical (non)significance” and decide whether
a result proves or disproves a scientific hypothesis based on
where the value stands relative to some threshold. Again, scien-
tific hypotheses should be evaluated based on the cumulative evi-
dence from multiple studies in a manner that treats P-values and
related statistical measures continuously and as just one factor
among many. In doing so, the distinction between scientific
hypotheses (which are not vague directionless or directional
claims of an effect or claims of no effect) and statistical hypoth-
eses should be firmly borne in mind (Meehl 1978, 1990).

Problems Associated with Null Hypothesis
Significance Testing
Target Hypothesis and Background Assumptions
The target hypothesis that is employed in the overwhelming
majority of applications—namely, the null hypothesis of no
association or no effect—is always false in marketing and the
biomedical and social sciences more broadly (Bakan 1966;
Berkson 1938; Cohen 1994; Edwards, Lindman, and Savage
1963; Meehl 1967; Tukey 1991). So too are one or more of
the countless other explicit, implicit, and overlooked back-
ground assumptions that vary by context (e.g., additivity, line-
arity, normality, random sampling of subjects from a
population, random assignment of subjects to experimental con-
ditions, properly functioning measurement devices, absence of
data fabrication). Consequently, false positive rates are not rel-
evant (i.e., because they are zero) and small P-values are to be
expected, at least with sufficient data.

Thresholds and Dichotomization
The conventional .05 threshold—or, for that matter, any other
threshold—used to dichotomize results into the categories “stat-
istically significant” and “statistically nonsignificant” is arbi-
trary (Cochran 1976; Cowles and Davis 1982; Fisher 1926,
1956; Pearson 1935). Moreover, dichotomization itself has
“no ontological basis” because “there is no sharp line between

4 Again, an exhaustive review is intractable. For some examples, see Amrhein,
Greenland, and McShane (2019a), Bernard (2019), Bijak (2019), Bresee (2019),
Curran-Everett (2019), Davidson (2019), De Koning and Noordhof (2019),
Dirnagl (2019), Harrington et al. (2019), Harvey and Brinkhof (2019), Hayat
et al. (2019), Lowe (2019), Marshall (2019), McShane et al. (2019), Morken
(2019), Nguyen, Rivadeneira, and Civitelli (2019), Pickler (2019), O’Connor
(2019), Parsons et al. (2019), Staggs (2019), Carlsson and Gönen (2020),
Charlesworth and Pandit (2020), Curran-Everett (2020), Johnson et al. (2020),
Knottnerus and Tugwell (2020), Marshall and Hughes (2020), Maula and
Stam (2020), Michel, Murphy, and Motulsky (2020), Price, Bethune, and
Massey (2020), Santibáñez, García-Rivero, and Barreiro (2020), Van
Witteloostuijn (2020), Heckelei et al. (2021), Imbens (2021), Putt (2021),
Robinson and Haviland (2021), Tijssen (2021), Amrhein and Greenland
(2022), Butler (2022), Elkins et al. (2022), Filippini and Vinceti (2022),
Greenland, Mansournia, and Joffe (2022), Bonovas and Piovani (2023),
Fingerhut (2023), Hassler (2023), Montero, Hedeland, and Balgoma (2023),
and Verykouki and Nakas (2023).
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a ‘significant’ and a ‘nonsignificant’ difference; significance in
statistics … varies continuously between extremes” (Rosnow
and Rosenthal 1989, p. 1277). This is further compounded by
the fact that P-values naturally vary a great deal from study to
study. Indeed, sampling variation alone can easily cause large
differences in P-values—not only P-values that fall just
barely to either side of some threshold (Gelman and Stern
2006; Goodman 1992; Greenland 2019; Senn 2002).

Misinterpretation of the P-Value
The P-value is formally defined as the probability that some test
statistic (e.g., a Z-statistic, a χ2-statistic, or another quantity
computed from the data) would be as extreme or more
extreme than the value of the test statistic computed from the
observed data, assuming that both the target hypothesis and
the background assumptions were true. As such, the P-value
is a measure of the degree of the compatibility of the observed
data with both the target hypothesis and the background

assumptions as assessed by the test statistic, with an observed
P-value of p = 0 indicating complete incompatibility (i.e., the
observed test statistic and thus the data are impossible given
the target hypothesis and background assumptions) and an
observed P-value of p = 1 indicating no detected incompatibil-
ity (i.e., there is no discrepancy between the observed test statis-
tic and the target hypothesis and background assumptions; for
elaboration on the compatibility assessments offered by the
P-value, see Exhibit 1).5 However, researchers commonly

Exhibit 1: P-Values, S-Values, Interval Estimates, and Compatibility

To appreciate the compatibility assessments offered by the P-value and forestall misinterpretations of it, it is useful to consider
the (binary) S-value, also known as the (binary) Shannon information or surprisal (Greenland 2019; Rafi and Greenland 2020;
Shannon 1948). The S-value is a simple cognitive device for appreciating the evidence provided by a P-value that is measured
in bits (binary digits). Specifically, the observed S-value s corresponding to an observed P-value p is s = log2(1/p) = −log2(p).

To illustrate the S-value, consider an even-money bet on tails on a single coin toss. Before placing such a bet, one would
want to obtain evidence that the even-money terms are acceptable, that is, that the coin toss is not biased in favor of heads. To
do so, suppose one tosses the coin s independent times and all tosses come up heads. If the terms are acceptable, the probability
of this occurring is at most 1/2s, that is, the probability of all heads in s independent fair (unbiased) coin tosses. The smaller this
probability, the less one should trust that the terms are acceptable.

Indeed, s can be thought of as a measure of evidence against acceptability. If one tossed only once (s = 1) and the toss came up
heads, this would not be surprising even if the coin toss were fair (because this has probability 1/2), and so it would provide almost
no evidence against acceptability. If one tossed ten times (s = 10) and all ten tosses came up heads, this would be very surprising if
the coin tosses were fair (because this has probability 1/210 ≈ .001), and so it would provide considerable evidence against
acceptability.

With this in mind, an observed P-value p can be converted to the number s of heads in a row closest to p by solving p= 1/2s for s,
which yields s = log2(1/p) = −log2(p) as the observed S-value.

As an example, an observed P-value of p= .05 converts to an observed S-value of s = −log2(.05) = 4.32 bits, which rounds
to 4. Therefore, an observed P-value of p = .05 is about as surprising as seeing all heads in four independent fair coin tosses
(the .32 represents a negligible amount of evidence, less than that of a third of a coin toss) assuming that both the target hypoth-
esis and the background assumptions are true and as assessed by the test statistic. Seeing all heads in four independent fair coin
tosses is not all that unexpected in the intuitive sense that if one conducted many “studies,” each consisting of four independent
fair coin tosses, one would not be surprised to see such studies yield four heads every now and again (because this has prob-
ability 1/24 = .0625). Put differently, such studies yielding four heads every now and again is reasonably compatible with our
intuitive expectations about the data such studies would yield.

One can express this intuition by saying that an observed P-value of p > .05 (which corresponds to an observed S-value of s
< 4.32 bits) indicates an at least reasonable degree of compatibility of the observed data with both the target hypothesis and the
background assumptions as assessed by the test statistic.

Equivalently, because the observed P-value against the target hypothesis of any value inside a (1 − α) × 100% interval
estimate has p > α (e.g., any value inside a 95% interval estimate has p > .05), one can say that every value inside a 95%
interval estimate is at least reasonably compatible with the data given all of the assumptions used to compute it in the following
sense: for every value inside the interval, the data are about as surprising as or less surprising than seeing all heads in four
independent fair coin tosses.

5 The conception of the P-value as a measure of compatibility is a venerable one
in statistics: it is anticipated in Pearson (1900, pp. 170–71) and Fisher (1934,
p. 66; 1935a, p. 207); is found in Box (1980), Bayarri and Berger (2000),
Robins, Van der Vaart, and Ventura (2000), and Bayarri and Berger (2004);
and is found under the term “goodness-of-fit” in Pearson (1900), “consonance”
in Kempthorne and Folks (1971), Kempthore (1976), and Folks (1981), and
“consistency” in Cox and Hinkley (1974) and Cox (1977). See Greenland
(2023b) for more on this and an alternative conception of the P-value, and
see Gigerenzer (2004) for how NHST as practiced reflects neither conception.
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misinterpret the P-value as, among other things, the probability
that the target hypothesis is true, one minus the probability that
some alternative hypothesis is true, and one minus the probabil-
ity of replication (Gigerenzer 2018; Goodman 2008; Greenland
et al. 2016; Oakes 1986).

Errors of Reasoning
Dichotomization of results into the categories “statistically
significant” and “statistically nonsignificant” leads research-
ers to wrongly interpret results that attain “statistical signifi-
cance” as demonstrating an effect and those that fail to do so
as demonstrating no effect (McShane and Gal 2016, 2017).
In addition, researchers wrongly believe that “statistical sig-
nificance” indicates practical importance (Boring 1919;
Freeman 1993) and provides evidence that associations are
causal (Holman et al. 2001). However, a small P-value sug-
gests only that one or more of the assumptions used to
compute it may be false without indicating which assump-
tion(s), if any, are false (Greenland 2017). Therefore, it is
wrong to conclude on this basis alone that the target (e.g.,
null) assumption is false or that any other specific assump-
tion is false. Indeed, small P-values will be observed even
when all of the assumptions are true. In addition, a large
P-value suggests only that a false assumption was not
detected—perhaps because all of the assumptions are true
(untenable in marketing and the biomedical and social sci-
ences more broadly), the P-value is insensitive to the false
assumption(s), or the false assumption(s) themselves or in
combination with sampling variation largely cancel one
another out (Greenland 2017). Therefore, it is wrong to con-
clude on this basis alone that the target (e.g., null) assumption
is true—an error lamented for over a century (Altman and
Bland 1995; Fisher 1935b; Pearson 1906)—or that any other
specific assumption is true. Indeed, large P-values may be
observed even when one or more of the assumptions are false.

Biased Literature and Harmful Research Practices
The incorrect beliefs that “statistical significance” demonstrates
an effect and that “statistical nonsignificance” demonstrates no
effect leads researchers, when acting as authors, editors, and
reviewers, to use “statistical (non)significance” as a filter to
select which results to publish. However, because “statistically
significant” estimates are biased upward in magnitude and “stat-
istically nonsignificant” estimates are biased downward in mag-
nitude, this practice biases the literature (Gelman and Carlin
2014; Lane and Dunlap 1978; McShane, Böckenholt, and
Hansen 2016). Further, it encourages harmful research practices
that yield “statistical significance” for some desired result or
“statistical nonsignificance” for some undesired result
(Brodeur et al. 2016; Head et al. 2015; John, Loewenstein,
and Prelec 2012; Masicampo and Lalande 2012). These issues
are compounded when researchers engage in multiple compar-
isons—both potential and actual (Gelman and Loken 2014; see
also Gelman and Loken 2013).

Principles for Statistical Analysis
and Reporting
Embrace Uncertainty
Statistical analysis is often wrongly viewed as a kind of
“alchemy” that can eliminate uncertainty and variation and
thereby allow for dichotomous declarations of truth or falsity
based on some P-value or related statistical threshold being
crossed (Gelman 2016). Instead, the purpose of statistical anal-
ysis is to quantify uncertainty and variation (albeit in a very
narrow and particular manner), and all results—even those
from the most rigorous studies—are highly uncertain and vari-
able (Amrhein, Trafimow, and Greenland 2019). Therefore,
dichotomous declarations (e.g., of an effect or no effect) offer
only false certainty.

Embrace Cumulation
Because single studies are never definitive, the aim of studies
should be to report results in an unfiltered manner so that
they can later be used to make more general conclusions
based on the cumulative evidence from multiple studies
(Amrhein, Greenland, and McShane 2019b). Consequently,
replication studies as well as meta-analyses that integrate
such studies are critical. However, replication (and thus meta-
analysis) is complicated in marketing and the biomedical and
social sciences more broadly because studies of a given phe-
nomenon can never be direct or exact replications of one
another (Fabrigar and Wegener 2016; Greenland and
O’Rourke 2008; McShane and Böckenholt 2014; Rosenthal
1990). Instead, studies differ at minimum with regard to their
method factors.6 Therefore, (1) studies of a given phenomenon
should always be considered general (i.e., systematic or concep-
tual) replications and (2) the quantification of the variation (or het-
erogeneity) across studies as well as the identification of
moderators of this variation—rather than the estimation of poten-
tially fictitious “average” effects—are typically the most important
purposes of meta-analysis (Greenland 1987; Light and Pillemer
1984; Pearson 1904).

Embrace Judgment
Statistical inference is only a small part of scientific inference.
Consequently, P-values and related statistical measures should
not be given priority status. Instead, they should be treated as
just one factor among many—including prior evidence, plausi-
bility of mechanism, study design, data quality, and others that

6 Method factors are any known or unknown factors that pertain to the imple-
mentation of a study but that are not directly related to the theory under inves-
tigation. They include factors that may seem major in some contexts, such as the
operationalization of the dependent measure(s) and the operationalization of the
experimental manipulation(s), as well as factors that may seem minor in some
contexts, such as the subject pool and the time of day (for a comprehensive
list, see Brown et al. 2014). Whether a given factor is deemed a method
factor or a factor directly related to the theory under investigation will depend
on the perspective of the researcher (McShane, Böckenholt, and Hansen 2022).

McShane et al. 5



vary by research domain—that require joint consideration and
holistic integration (McShane et al. 2019). While this requires
careful thought and judgment and involves subjectivity, there
is subjectivity at all stages of scientific inquiry, even if objectiv-
ity remains the ultimate goal (Lykken 1968). Indeed, P-values
themselves are subjective in the sense that they are affected
by the many necessarily subjective choices involved in study
design and statistical analysis.

Embrace Exploration
While the dividing line between exploratory and confirma-
tory research is seldom sharp, most research falls far to the
more exploratory side. Given this, flexibility in statistical
analysis is valuable and indeed necessary. While flexibility
implies that the P-value no longer retains its exact
meaning, this is, for a variety of reasons, a small price to
pay. For example, the P-value is never guaranteed to retain
its exact meaning—even in preregistered studies. In addition,
recall that the P-value is a measure of the degree of the com-
patibility of the observed data with both the target hypothesis
and the background assumptions as assessed by the test sta-
tistic; although it is a very good and useful measure of this,
such a measure is quite narrow and seldom of interest in market-
ing and the biomedical and social sciences more broadly.
Recognizing the value and pervasiveness of exploratory research
promotes learning from data. So too does recognizing that pre-
registration and other practices that may inhibit exploratory
research are unequivocally merely rearguard measures against
a symptom of NHST rather than the requisite assault on it.7

Embrace Transparency
Transparency about research practices is necessary: describe
relevant statistical analyses performed, present results
without regard to “statistical (non)significance,” and share
materials, data, and code. Although transparency alone is not
sufficient to ensure reliable research (Gelman 2017), it is dif-
ficult, if not impossible, to assess research results in the
absence of transparency. Further, transparency helps calibrate
expectations about the results of future studies. Therefore,
editors and reviewers should stop expecting, let alone demand-
ing, studies free of “imperfections” and be open to results-

blind review as appropriate. All studies should be published
in some form or another, as a biased literature results other-
wise; again, the aim of studies should be to report results in
an unfiltered manner so that they can later be used to make
more general conclusions based on the cumulative evidence
from multiple studies (Amrhein, Greenland, and McShane
2019b).

Guidelines for Statistical Analysis
and Reporting
Report Point and Interval Estimates
The quantification of study results is a key component of scien-
tific inquiry. Because P-values and related statistical measures
do not quantify study results, it is critical to report point and
interval estimates which do. When possible, this should be
done in meaningful units rather than unitless standardized
ones (Greenland, Schlesselman, and Criqui 1986; McShane
and Böckenholt 2022; Tukey 1969; Wilkinson 1999). In doing
so, it is important to be mindful of five things (Amrhein,
Greenland, and McShane 2019a):

1. Every value inside an interval estimate at any conven-
tional level, such as 95%, is at least reasonably compat-
ible (i.e., in the sense elaborated on in Exhibit 1) with
the data given all of the assumptions used to compute
it; therefore, it makes no sense to single out a specific
value such as the null value.

2. Not every value inside an interval estimate is equally
compatible: the point estimate is most compatible and
values near it are more compatible than those far from it.

3. Values outside an interval estimate are not strictly incom-
patible (except values that are ruled out based on logic,
physics, or assumptions such as temperatures below
0 K) but rather are just less compatible than those inside.

4. Not every value outside an interval estimate is equally
(in)compatible: values near the limits are more compat-
ible than those far from them and those sufficiently far
may be considered highly incompatible or even for all
intents and purposes strictly incompatible depending
on context.

5. An interval estimate understates the true degree of uncer-
tainty—typically woefully so—because the compatibility
assessments it (and related statistical measures such as
a P-value, likelihood ratio, posterior probability, and
Bayes factor) offer depend on the correctness of all
of the assumptions employed and these assumptions
are typically far from given (Greenland 2023a); there-
fore, make them as clear as possible, check those that
can be checked (e.g., by plotting data and model esti-
mates, estimating alternative models, ensuring that
randomization mechanisms followed protocol and
measurement devices properly functioned), and recog-
nize both that many cannot be checked and that many
are implicit or overlooked.

7 Gelman (2020) notes that “The goal should be to learn, not to test hypotheses,
and the false positive probability [i.e., rate] has nothing to do with anything rel-
evant… hypothesis testing is not actually rigorous, it’s just a way to add noise to
data. Anyway, none of this is really an issue [when] sharing [the] raw data.
That’s really all the preregistration you need.” To explain, note that the truth
value of a claim such as a scientific hypothesis does not depend on when the
claim was made or conceived. Similarly, the reasonableness or quality of a stat-
istical analysis and thus the results it yields does not depend on when it was per-
formed or conceived. Therefore, because sharing data allows readers to
reproduce the statistical analyses originally performed (e.g., to check assump-
tions, to check that they yield the results originally reported) and to perform
additional ones, this is what actually matters—not whether or when someone
wrote down or made public (i.e., registered) that they would perform some stat-
istical analysis—thereby making preregistration unnecessary.
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Finally, when it is deemed necessary or desirable to discuss the
practical importance of study results (e.g., to argue that they
necessitate further research or are “null” in the sense of
being practically unimportant), discuss the practical impor-
tance of not only point estimates but also (at minimum)
both the lower and upper limits of interval estimates. In
doing so, be mindful that interpretations of practical impor-
tance are context specific, others may have a different inter-
pretation, and diversity in interpretation is not problematic
(Poole 1987).

Report Interval Estimates at Multiple Levels
The 95% level is, like the .05 threshold from which it came,
an arbitrary convention. Therefore, different and even multi-
ple levels are justified in different applications. In fact, it is
more accurate and complete to report interval estimates at
multiple levels. Therefore, at least for focal estimands,
report interval estimates at multiple levels, perhaps by
plotting the interval estimate for all levels from 0% to
100% (Birnbaum 1961; Cox 1958; Poole 1987; Sullivan
and Foster 1990). In doing so, it is important to be mindful
that an interval estimate at a given level—like a P-value
of a given value—assesses only the compatibility of the
values inside it with the data given all of the assumptions
used to compute it and not the probability or plausibility of
those values given the data. This distinction is not subtle:
compatibility is a much weaker condition than probability
or plausibility. Consider, for example, that unknown errors
in data collection and data management as well as intentional
alteration or even complete fabrication of the data are always
explanations that are compatible with the data (as has indeed
occurred in some influential studies in marketing and the
biomedical and social sciences more broadly), even when
those explanations seem improbable or implausible (Rafi and
Greenland 2020).

When Reporting P-Values, Report Them Continuously
and for Relevant Nonnull Values
“P-values, with the additional information they provide, are typ-
ically more appropriate than fixed levels [i.e., thresholds] in sci-
entific problems” (Lehmann 1986, p. 71; Lehmann and Romano
2005, p. 65). Therefore, when it is deemed necessary or desir-
able to report P-values, report them continuously and to sensible
precision (often two and seldom more than three digits) and
never as binary inequalities (e.g., p < .05 or p > .05).8

Because readers equipped with this information can use it as
they see fit, avoid reporting that results are “statistically signifi-
cant” or “statistically nonsignificant,” let alone that they are
“marginally statistically significant” or “approaching statistical

significance” or some other such phrase (Wasserstein, Schirm,
and Lazar 2019). Similarly, avoid asterisks or other adornments
that signify thresholds. Further, and related to the recommenda-
tion to report interval estimates at multiple levels at least for
focal estimands, when reporting the P-value against the target
(null) hypothesis of no effect for such quantities, also report
the P-value against at least one target hypothesis of some rele-
vant nonnull value of the effect or even plot the P-value for a
range of values of the effect (Greenland 2016; Poole 1987;
Rafi and Greenland 2020). Finally, heed these recommenda-
tions mutatis mutandis when reporting statistical measures
related to P-values such as likelihood ratios, posterior probabil-
ities, and Bayes factors.

Report the Rationale for the Sample Size
Editors and reviewers typically seek some rationale for the
sample size of a study, often desiring one based on an a priori
power calculation. Such calculations are not possible because
they require knowledge of the true effect in the study
(McShane and Böckenholt 2016), which is always unknown
(not only before but also after the study is conducted), and
which, if known, would make conducting the study unneces-
sary. Further, post hoc assessments of power, such as the
observed power of a single study or the average power from a
meta-analysis of multiple studies, are deeply problematic
(e.g., they are irrelevant and typically are biased and have
large sampling variation) and thus should not be calculated or
reported (Gelman 2019a, b; Greenland 2012; Hoenig and
Heisey 2001; McShane, Böckenholt, and Hansen 2020; Yuan
and Maxwell 2005). Instead, simply report whatever was the
rationale for the sample size, for example, that it was based
on that used in prior studies, the size of the customer base of
the firm that provided the data (or the size that the firm was
willing to provide), the largest possible given resource con-
straints, or chosen to achieve a given level of the precision for
some estimate (i.e., the accuracy in parameter estimation
approach; Kelley, Maxwell, and Rausch 2003).

Eschew Decisions
Many researchers believe both that they need to make binary deci-
sions and that NHST provides a rigorous framework for doing so.
However, decisions are seldom necessary in scientific reporting
(Rozeboom 1960). Instead, they are best left for end users such
as managers and clinicians. Further, many perceived binary deci-
sions are in fact continuous (e.g., a decision about whether or not
to invest is better characterized as a decision about how much to
invest). Finally, when decisions (binary or otherwise) are required,
they should be made using a decision analysis that integrates the
costs, benefits, and probabilities of all possible consequences via a
loss function (which typically varies dramatically across stake-
holders)—not via arbitrary thresholds applied to statistical sum-
maries such as P-values, which, outside of certain specialized
applications such as industrial quality control, are insufficient
for this purpose (McShane and Gelman 2022).

8 Because researchers commonly misinterpret P-values, when reporting
P-values, consider converting them to S-values and reporting S-values in addi-
tion to or instead of P-values in order to help preclude misinterpretation (for
elaboration, see Exhibit 1).
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Examples of Statistical Analysis
and Reporting
Reporting a Single Study
Consider a hypothetical study of choice overload in which a
researcher conjectures that an increase in the number of
options from which to choose will result in a decrease in the
likelihood of making a choice. In the study, subjects were ran-
domly assigned to either a small or large choice set and then
given the option to purchase an item. Traditionally, a researcher
would compute a P-value against the target hypothesis of no dif-
ference in the purchase rates of the two choice set conditions,
viewing one less than .05 as demonstrating a choice overload
effect and one greater than .05 as demonstrating no choice over-
load effect. However, this dichotomy offers only false certainty,
and the quantification of study results is a key component of
scientific inquiry. Therefore, we recommend focusing on
quantifying the study results by discussing the purchase rates
in each choice set condition and their difference and the
degree to which multiple interval estimate levels are compati-
ble with the data, noting here that a wide range of values of the
difference are more compatible than the null value of zero. For
example:

In our study of choice overload, 55.0% of subjects in the
small choice set condition purchased, as compared to
45.0% of subjects in the large choice set condition—a
decrease of 10.0 percentage points (pp) in the purchase
rate. A 95% interval estimate suggests that every value
from a 3.0 pp decrease to a 17.0 pp decrease in the purchase
rate is at least reasonably compatible with our data given all

of the assumptions used to compute it; a 50% interval esti-
mate suggests that every value from a 7.6 pp decrease to a
12.4 pp decrease is highly compatible. For the interested
reader, we note that these estimates correspond to an
observed Z-statistic of z = 2.80 and an observed P-value of
p = .005 against the target hypothesis of no difference in
the purchase rates of the two choice set conditions using
the standard two-sample Z-test for proportions.
In Figure 1, we plot in black the interval estimate for all
levels from 0% to 100% using the concurve package (Rafi
and Vigotsky 2020). The peak of the curve denotes the
point estimate of a 10.0 pp decrease in the purchase rate.
This may be thought of as a 0% interval estimate as indicated
by the right y-axis of the figure. Equivalently, the observed
P-value against the target hypothesis of a 10.0 pp decrease
in the purchase rate is p = 1 as indicated by the left y-axis
of the figure. Each horizontal slice of the curve, such as
the ones at 50% and 95% depicted in the figure, can be inter-
preted analogously. For example, consider the latter. The
limits of a 3.0 pp decrease and a 17.0 pp decrease in the pur-
chase rate provide a 95% interval estimate, as indicated by
the right y-axis of the figure. Equivalently, the observed
P-value against the target hypotheses of either a 3.0 pp
decrease or a 17.0 pp decrease in the purchase rate is p =
.05, as indicated by the left y-axis of the figure. The figure
illustrates that it is misleading to frame the discussion of
the study in terms of whether the null value is inside or
outside the 95% interval estimate of the difference in the pur-
chase rates or whether the observed P-value p is above or
below .05: every value from 0 pp to a 20.0 pp decrease is
more compatible with the data than the null value of zero.

Figure 1. Interval Estimate Curve.
Notes: The curve plots the interval estimate for each study for the level indicated by the right y-axis. Equivalently, it plots the P-value for each study against the
target hypothesis of the value of the difference in purchase rates indicated by the x-axis. The 50% and 95% interval estimates for the original study discussed in the
main text are depicted in the figure.
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Therefore, we caution that values outside the 95% interval
estimate limits of a 3.0 pp decrease and a 17.0 pp decrease
are not incompatible with our data, but rather they are—as
the figure illustrates—just less compatible than those inside.
In closing, we note that our interval estimates are optimisti-
cally narrow because they are conditional on assumptions
that almost certainly do not hold exactly. Moreover, the
interval estimates indicate only the compatibility of the
values inside it with the data given all of the assumptions
used to compute it and not the probability or plausibility of
those values given the data. Finally, we have conducted
only a single study, and many more studies are needed to
arrive at general conclusions.

Reporting a Replication Study
Consider a hypothetical replication of the study of choice over-
load discussed in the prior example. In the replication study, the
estimate of the difference in the purchase rates is smaller than in
the original study (4.6 pp vs. 10.0 pp) and the observed P-value
is larger (p = .194 vs. p = .005). Traditionally, a researcher
would view the replication study to be a failed replication and
the original study to be a false positive. However, this dichot-
omy offers only false certainty, and false positive rates are not
relevant. Indeed, P-values naturally vary a great deal from
study to study, and p = .005 in the original study and p = .194
in the replication study are highly compatible (i.e., because the
observed P-value against the target hypothesis of no difference
in the choice overload effect of the two studies is p = .289).
Therefore, we recommend integrating the results across the two
studies and discussing similarities and differences between
them, noting here that the difference in the purchase rates in
the two studies are quite similar and more studies are needed.
For example:

Not satisfied with our single study of choice overload, we
replicated our study using the same materials but using
Amazon Mechanical Turk (MTurk) workers as subjects
rather than university students. In our replication study,
42.3% of subjects in the small choice set condition pur-
chased, as compared to 37.7% of subjects in the large
choice set condition—a decrease of 4.6 pp in the purchase
rate. A 95% interval estimate suggests that every value
from a 2.4 pp increase to a 11.6 pp decrease in the purchase
rate is at least reasonably compatible with our data given all
of the assumptions used to compute it. For the interested
reader, we note that these estimates correspond to an
observed Z-statistic of z = 1.30 and an observed P-value of
p = .194 against the same target hypothesis and using the
same test as in the original study.
In Figure 1, we plot in gray the interval estimate for all levels
from 0% to 100%. The figure illustrates several important
facts about this replication study considered both alone and
in tandem with the original study. First, it illustrates that it
is misleading to frame the discussion of the replication
study in terms of whether the null value is inside or

outside the 95% interval estimate of the difference in the pur-
chase rates or whether the observed P-value p is above or
below .05: every value from 0 pp to a 9.3 pp decrease is
more compatible with the data than the null value of zero.
Second, it illustrates that it is misleading to frame the discus-
sion of the pair of studies in those same dichotomous terms:
the fact that the gray curve and black curve overlap to a large
degree indicates that the estimates from the two studies are
highly compatible with one another. Third, it illustrates
that the point estimate of the difference in the purchase
rates in the replication study is smaller than that in the orig-
inal study: the peak of the gray curve is to the left of the peak
of the black curve. Fourth, it illustrates that the two studies
have similar precision: the horizontal slices of the gray
curve and the black curve at each level are of similar width.
We integrated the two studies using the meta-analytic meth-
odology of McShane and Böckenholt (2017). In Figure 2, we
plot point and 50% and 95% interval estimates of the pur-
chase rates in each condition of and the choice overload
effect in each study as well as the meta-analytic average.
The meta-analysis yields a point estimate of the average
choice overload effect of a 7.3 pp decrease and a 95% inter-
val estimate ranging from a 2.1 pp decrease to a 12.6 pp
decrease. For the interested reader, we note that these esti-
mates correspond to an observed Z-statistic of z = 2.74 and
an observed P-value of p = .006 against the target hypothesis
of no average difference in the two choice set conditions
using the Wald test.
The point estimate of the variation (or heterogeneity) in
the choice overload effect across the two studies is 1.2
pp, thus reflecting the similarity of the 10.0 pp difference
in purchase rates in the original study and the 4.6 pp dif-
ference in the replication study on display in the right
panel of the figure. The point estimate of the variation in
the level of the purchase rates across the two studies was
estimated to be more sizable at 6.8 pp, thus reflecting the
difference between the relatively higher 55.0% and
45.0% purchase rates in the original study and the rela-
tively lower 42.3% and 37.7% purchase rates in the repli-
cation study on display in the left and middle panels of the
figure. The 95% interval estimates of variation are, being
based on only two studies, unsurprisingly quite wide,
ranging from 0 pp to 29.4 pp and from 0 pp to 79.1 pp,
respectively.
We caution that our meta-analysis includes only two studies
and many more are needed to arrive at general conclusions.
In addition, the estimates of variation are extremely limited
because the same materials were used in both studies, and
therefore they primarily reflect differences in sample popula-
tions, namely university students in the original study and
MTurk workers in the replication study. More studies featur-
ing greater variation in method factors are needed.
Nonetheless, these two studies can and should be added to
extant meta-analyses of choice overload such as Chernev,
Böckenholt, and Goodman (2015) and McShane and
Böckenholt (2018).
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Reporting a Study with Variation in Effects
Consider a hypothetical study of an advertising intervention
across 100 brands. Traditionally, a researcher would focus on
the average effect across brands, computing a P-value against
the target hypothesis of no average effect of the intervention
and ignoring the variation (or heterogeneity) in effects.
However, effects vary (in this example, across brands, but
more generally as a function of method factors). Therefore,
we recommend focusing on the variation in effects, noting
here that the magnitude of the variation makes the results of
limited meaning and interest and necessitates further research
(and that this would remain the case even if the point and inter-
val estimates of the brands were all above—or for that matter
below—the null value of zero). For example:

We studied the effect of a small intervention, the inclusion of
a call-to-action, on the click rates of online advertisements
across 100 brands. In Figure 3, we plot point and 50% and
95% interval estimates of the effect of the intervention, in
particular the lift of the intervention advertisement relative
to the baseline advertisement, for each brand as well as the
meta-analytic average across the 100 brands using the
basic random effects meta-analytic model. The figure illus-
trates that the point estimates varied considerably across
brands, with a .25 and .75 quantile of 1.3% and 22.4%,
respectively, and a .025 and .975 quantile of −30.0% and
321.8%, respectively. The point estimate of the average lift
was 24.4%, with a 95% interval estimate ranging from .6%
to 48.2%. For the interested reader, we note that these esti-
mates correspond to an observed Z-statistic of z = 2.01 and
an observed P-value of p = .044 against the target hypothesis
of no average difference in lift using the Wald test.

Measures of central tendency like this average are not
particularly meaningful or of interest given the enormous
variation in the effects, which was estimated at 119.0%
with a 95% interval estimate ranging from 114.4% to
162.5%. Indeed, the magnitude of the variation in effects
is our central result, and it points to a need for future
research to identify moderators of it. Consequently, we
plan to collect detailed data on each of the 100 brands in
order to do so.

Reporting a Study with Precise “Null” Results
Consider a hypothetical large online field study of the effect of a
new selling format on purchase rates. In the study, the observed
P-value p against the target hypothesis of no difference in the pur-
chase rates is above .05. Traditionally, a researcherwould take this
result as demonstrating no difference in the purchase rates.
However, this is an error. Therefore, we recommend focusing
on quantifying the study results, noting here that they are highly
incompatible with a difference that is practically important (and
that this would remain the case even if the observed P-value p
were below .05). For example:

In our large online field study of the effect of selling format
on purchase, 7.80% of subjects assigned to the new test
format purchased, as compared to 7.66% of subjects
assigned to the standard format—an increase of .14 pp in
the purchase rate. In Figure 4, we plot the interval estimate
for all levels from 0% to 100%. The figure illustrates that
any difference in the purchase rate that we would view as
nontrivial falls outside the interval estimate at not only any
conventional level but also highly extreme levels. For
example, values below a .23 pp decrease and above a .51

Figure 2. Single Study and Meta-Analytic Estimates.
Notes: Point estimates are given by the points; 50% and 95% interval estimates are given by the thick and thin lines, respectively.
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pp increase, both of which we view as trivial, fall outside the
99.9% interval estimate. Therefore, while it would be wrong
to conclude that there is no difference in the purchase rates of
the two selling formats, any difference that we would view as
being practically important is highly incompatible with the
data given all of the assumptions used to compute the inter-
val estimates. For the interested reader, we note that these
estimates correspond to an observed Z-statistic of z = 1.27
and an observed P-value of p = .204 against the target
hypothesis of no difference in the purchase rates of the two
selling formats using the standard two-sample Z-test for
proportions.

Reporting the Rational for the Sample Size
Consider the rationale for the sample size of the hypothetical
study of selling format discussed in the prior example.
Traditionally, a researcher would either not report the rationale
or report that it was based on an optimistic and easily gamed
procedure that purports to achieve a given level of power.
However, the goal of a study is not to attain “statistical signifi-
cance.” Therefore, we recommend reporting the rationale for the
sample size, noting here both that it was chosen to achieve a
given level of precision for the estimate of the difference in
the purchase rates of the two selling formats and that the
sample size chosen was not obtained. For example:

Figure 3. Lift Estimates.
Notes: Point estimates are given by the points; 50% and 95% interval estimates are given by the thick and thin lines, respectively. The point and interval estimates
for one brand are excluded from the plot due to the lower x-axis limit; the point estimates for three brands and the interval estimate for one of these three
brands are excluded from the plot due to the upper x-axis limit.
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In planning our large online field study of the effect of selling
format on purchase rates, we chose our sample size to
achieve a precise estimate of the difference in the purchase
rates of the two selling formats. Specifically, we sought an
estimate with precision of .50 pp as assessed by the width
of the 99% interval estimate. Given that the purchase rate
had historically been about 7.5% per site visit, this level of
precision required a sample size of 147,295 subjects per con-
dition, or 294,590 in total. Further, because the firm’s
website had historically received about 20,000 site visits
per day, we decided to run our study for 15 consecutive
days. In the end, we obtained a sample size somewhat
below the mark, in particular, 225,805 in total.

Discussion
We have proposed moving beyond binary: abandoning NHST—
and the P-value thresholds intrinsic to it—as the default approach
to statistical analysis and reporting. “Statistical (non)signifi-
cance” should never be used as a basis to make general and
certain conclusions or as a filter to select which results to
publish. Instead, all studies should be published in some form
or another, and reporting should focus on quantifying study
results via point and interval estimates. Further, general conclu-
sions should be made based on the cumulative evidence from
multiple studies. This should be done in a manner that treats
P-values and related statistical measures continuously and as
just one factor among many that require joint consideration and
holistic integration. It should also be done in a manner that
respects the fact that such conclusions are necessarily tentative
and subject to revision as new studies are conducted.

While we are optimistic that our proposal will lead to
improved statistical analysis and reporting, we conclude by
preemptively rebutting one potential criticism of our pro-
posal, raising three considerations, and reiterating the final
point made in our Introduction. Against our proposal, some
may make the twofold argument that (1) researchers require
a bright-line threshold to determine whether a study proffered
in support of some claim provides sufficient evidence to
warrant making conclusions or publication and (2) thresholds
based on P-values and related statistical measures provide
objective standards for what constitutes sufficient evidence,
thereby in turn providing a valuable brake on subjectivity
and personal biases.

This argument is misguided along a number of lines. First,
the argument has the implicit premise that NHST has proven
successful for this purpose. On the contrary, NHST leads
researchers to wrongly interpret results that attain “statistical
significance” as demonstrating an effect and those that fail to
do so as demonstrating no effect. This in turn leads them to
use “statistical (non)significance” as a filter to select which
results to publish, which again in turn biases the literature and
encourages harmful research practices.

Second, a bright-line threshold is not necessary: researchers
already weigh evidence and make publication decisions based
on various qualitative and quantitative factors, and this could
continue to happen if P-values and related statistical measures
were treated continuously and as just one factor among many.

Third, a study never warrants making conclusions, because
single studies are never definitive. Instead, the aim of studies
should be to report results in an unfiltered manner so that they
can later be used to make more general conclusions based on
the cumulative evidence from multiple studies.

Figure 4. Interval Estimate Curve.
Notes: The curve plots the interval estimate for the level indicated by the right y-axis. Equivalently, it plots the P-value against the target hypothesis of the value of
the difference in purchase rates indicated by the x-axis.
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Fourth, no single number is capable of eliminating subjectiv-
ity and personal biases. Further, there is subjectivity at all stages
of scientific inquiry, even if objectivity remains the ultimate
goal. Indeed, P-values and related statistical measures them-
selves are subjective in the sense that they are affected by the
many necessarily subjective choices involved in study design
and statistical analysis.

Turning to our three considerations, first, NHST has long
been criticized by both statisticians and applied researchers,
and in response to such criticism, proposals similar to ours
have long been made. Despite this, NHST has seemed unassail-
able: such proposals have gone largely if not entirely ignored.
We are therefore cautious about the degree to which our pro-
posal will be heeded. That said, researchers throughout the bio-
medical and social sciences have recently published editorials
and articles making proposals akin to ours as well as altered
journal guidelines for statistical analysis and reporting so as to
adhere to such proposals. Therefore, perhaps both caution and
optimism are warranted.

Second, we lack evidence that our proposal will improve
statistical analysis and reporting. That said, problems associated
with NHST have long been known and efforts to create aware-
ness of and ameliorate them have long been made, and so the
evidence is abundant that these efforts have been to no (or at
best little) avail. Therefore, perhaps proceeding despite a lack
of evidence is warranted.

Third, we acknowledge that our examples of statistical
analysis and reporting feature relatively simple settings
and statistical analyses. That said, we note that they are real-
istic of settings and statistical analyses encountered by
researchers in all three of marketing’s subfields of consumer
behavior, strategy, and quantitative modeling and therefore
should prove useful to such researchers. One reason is that
they apply immediately and without change to many more
complex settings and statistical analyses in the sense that
the reporting of point and interval estimates is largely, if
not entirely, orthogonal to the setting and statistical analysis
that gave rise to them. We also note that coalescing around
improved statistical analysis and reporting for relatively
simple settings and statistical analyses seems like a necessary
if not sufficient condition for doing so for more complex settings
and statistical analyses. We finally note that we used examples fea-
turing relatively simple settings and statistical analyses in part
because we do not want our examples to be used as templates.
Templates are dangerous in that they are often applied in a rote
and recipe-like manner, much like NHST is currently applied.
Instead, we are acutely aware that the implementation of our prin-
ciples and guidelines ought to vary across and within settings and
statistical analyses.

However, this does raise an important issue: many statisti-
cal analyses commonly employed but heretofore unmentioned
are—as practiced—tethered to NHST. For example, flood-
light analysis, mediation analysis, instrumental variables
analysis, regression discontinuity analysis, and placebo anal-
ysis as well as other analyses employed to argue for the
absence of some undesired effect all as practiced use

P-values or related statistical measures in the conventional,
dichotomous but inappropriate manner. Abandoning this practice
when employing these statistical analyses is part and parcel of
our proposal to abandon NHST and the P-value thresholds intrin-
sic to it.

In closing, we reiterate the final point made in our
Introduction: we believe that no single statistical approach is
suitable for all research questions, and thus we advocate a
“toolkit” approach that chooses the best one for the job at
hand. To be clear, we have no desire—or, for that matter,
authority—to “ban” any statistical approach. Nonetheless—
and the central point of this article—we believe that it is
always inappropriate to use P-values and related statistical mea-
sures (such as the limits of interval estimates, likelihood ratios,
posterior probabilities, and Bayes factors) in the conventional,
dichotomous manner, that is, to declare “statistical (non)signifi-
cance” and decide whether a result proves or disproves a scien-
tific hypothesis based on where the value stands relative to some
threshold. Insofar as we have emphasized P-values in this
article, we have done so only because P-values are by far the
most common statistical measure used to make such declara-
tions and decisions.

Appendix
To illustrate the degree to which (1) NHST is employed, (2)
problems associated with it are fallen prey to, and (3) our guide-
lines for statistical analysis and reporting are adhered to in mar-
keting, we reviewed the most recently published empirical
article authored by the 33 2023 Marketing Science Institute
(MSI) Scholars (excluding the first author of this article). We
emphasize that the purpose of this review is to serve as an illus-
tration rather than to be systematic and comprehensive.
However, insofar as the MSI Scholars “are among the most
prominent marketing scholars in the world” (MSI 2022) as
claimed by John Lynch, the Executive Director of MSI, it
seems not unreasonable to consider their practices as exemplary
and noteworthy.

We report results in Table 1. All 33 papers employed NHST,
the target hypothesis of no association or no effect, and the con-
ventional .05 threshold. All erred in reasoning typically by
wrongly interpreting results that attained “statistical signifi-
cance” as demonstrating an effect and those that failed to do
so as demonstrating no effect.

While all of the papers reported point estimates, adherence to
our other guidelines for statistical analysis and reporting ranged
from nil to partial. About one-sixth of the papers reported inter-
val estimates. Of the nine papers that discussed the practical
importance of results, they did so only for point estimates:
none discussed the practical importance of either, let alone
both, the lower and upper limits of interval estimates. About
half of the papers reported P-values continuously and about
half reported them as binary inequalities. All of the papers
reported that results were “statistically (non)significant,” with
about half reporting that they were “marginally statistically sig-
nificant” or some other such phrase; in doing so, they typically
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failed to include the word “statistically,” thereby creating ambi-
guity as to whether the claimed “significance” was one of “stat-
istical significance” or practical importance. Relatedly,
two-thirds of the papers employed asterisks or other adornments
that signify thresholds. Finally, about half of the papers reported
a rationale for the sample size and about half made decisions
typically by declaring what consumers or firms “should” do.

We note that many of the coding decisions required to obtain
the results reported in Table 1 were relatively unambiguous, for
example, whether a paper employed NHST, the target hypothesis
of no association or no effect, and the conventional .05 threshold.
However, some required judgment. For example, if a paper almost
always reported point estimates but reported only observed test sta-
tistics or observed P-values for a small number of secondary stat-
istical analyses, it was coded as reporting point estimates. Or, if a
paper almost always failed to report interval estimates but reported
them only for mediation analyses and used them only to test the
target hypothesis of no association or no effect, it was coded as
failing to report interval estimates.

Authors Note
This article originated in Autumn 2019 when David W. Stewart, in his
role as Vice President of Publications of the American Marketing
Association (AMA) and chair of the AMA Publications Policy
Board, asked Robert J. Meyer to convene a committee to discuss prob-
lems associated with null hypothesis significance testing and to make a
proposal for statistical analysis and reporting so that marketing could
keep pace with similar discussions and proposals that have in recent
years appeared throughout the biomedical and social sciences. The
committee report was delivered in Summer 2020 and evolved into
this article.
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